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Abstract 
 

The relationship between market concentration and innovative efforts by firms has 

attracted a lot of attention by researchers. However, a consensus is yet to emerge on the 

conceptual underpinnings and empirical manifestations of this relationship. While 

Schumpeter (1942) argued that existence of large firms in imperfectly competitive 

markets provides the most conducive condition for technical progress, Arrow (1962) 

pointed out that a pre-innovation monopolist has weaker incentive to innovate than a 

firm operating in a competitive market. However, even a monopolist faced with 

contestable markets may be forced to undertake innovative activities to meet ‘potential 

competition’. Further, R&D efforts by a firm are likely to depend on a variety of risks in 

the market and an increase in such risks may discourage firms to spend on in-house R&D. 

This is particularly so as expenditure on R&D by a firm is an endogenous sunk cost 

(Sutton, 1991) and significant innovative efforts by a firm do not always yield success in 

the market (Scherer, 2000). Given the difficulty in predicting the demand patterns of the 

consumers and R&D strategies of the rivals with information asymmetries, there is a large 

stochastic component in R&D spending and economic returns. In addition, possibility of 

disclosure of the outcomes of publicly funded R&D projects also poses threat on the rate 

of returns and, therefore, may reduce firms’ own R&D expenditure. Given such 

importance of risks, it is potential/expected market structure and not actual 

concentration that is likely to influence innovative efforts by the firms. Although the 

existing studies have attempted to explore different aspects of R&D efforts in Indian 

manufacturing (e.g., Kumar and Agarwal, 2000), examining the role of potential market 

concentration in determining R&D efforts is largely ignored. The present paper attempts 

to fill in this gap. The basic objective of the present paper is to understand the role of 

expected market concentration in determining inter-industry variations in R&D efforts in 

Indian manufacturing sector, controlling for various other aspects of market structure, 

firms’ conduct (other than R&D), their performance, and policy related aspects. The paper 

is based on the proposition of Kamien and Schwartz (1982) that market power interacts 

with a firm’s decision to make innovative efforts via anticipated market power. It is 

assumed that higher the anticipated market power associated with the post-innovation 

industry, the innovators have greater incentive to innovate. This is so because larger 

anticipated market power promises higher profits in future and hence can compensate 

for current R&D investment. We use Arellano-Bond dynamic panel estimation technique 
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and a panel dataset of 34 manufacturing industries over the period from 2001-02 to 

2008-09. The paper finds that firms in industries with greater R&D efforts in the past, 

larger participation of the MNCs, higher capital intensity, and greater penetration in the 

international market through exports spend more on innovation. On the other hand, in-

house R&D efforts are less in the industries with larger incidence of mergers and 

acquisitions and greater competition from imports. However, the degree of sellers’ 

concentration in a market, size of the market, efforts by the firms towards creation of 

product differentiation and image advantage, purchase of technology, and the level and 

variations in their profitability do not make any significant difference in in-house R&D 

intensity across the industries. The findings of the present paper raise some important 

policy concerns relating to investment, trade and competition. Should restrictions on 

entry of MNCs be relaxed further and exports encouraged for promoting in-house R&D? 

Should M&As be restricted as they hinder in-house R&D efforts? How to encourage the 

MNCs to enter through Greenfield investment, instead of M&As? Answering these 

questions requires detailed understanding of technology strategies at the firm level and, 

therefore, leaves interesting areas for further research. 
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Concentration and Other Determinants of -Innovation in the Indian 

Manufacturing Sector: A Dynamic Panel Data Analysis 
 

Rakesh Basant 

Pulak Mishra 

 
Introduction: 
 
The relationship between market concentration and innovative efforts by the firms has 

attracted a lot of attention by researchers. However, a consensus is yet to emerge on the 

conceptual underpinnings and empirical manifestations of this relationship.  According to 

Schumpeter (1942), existence of large firms in imperfectly competitive markets is    

conducive for technical progress. In other words, concentrated industries are more 

favourable for innovation as the firms in such industries operate in a way that more closely 

approximates imperfectly competitive markets. This enables the firms to possess market 

power and thereby achieve more appropriation from innovation. In other words, in 

concentrated markets the firms have an incentive to raise their control through innovation. 

Besides, the firms with market power usually have more resources and hence are more 

likely to afford in-house R&D. Thus, the Schumpeterian hypothesis challenges conventional 

economic thinking that competitive market conditions are necessary for optimal allocation 

of resource. A number of empirical studies (e.g., Fellner, 1951; Williamson, 1965; Scherer, 

1967; Levin 1981; Mukhopadhyay, 1985; Jefferson et al., 2006) have found a positive 

relationship between market concentration and R&D activities that support the 

Schumpeterian proposition.  

 

However, lack of active competitive forces in a concentrated market may generate X-

inefficiency and thereby make the firms move slowly on the innovation path. Besides, when 

there is competition to innovate, monopolists innovate at a slower rate than competitive 

firms (Arrow, 1962). According to Arrow (1962), a pre-innovation monopolist has a weaker 

incentive to innovate than a firm operating in a competitive market. For a monopolist, 

innovation simply replaces one profitable investment with another. The monopolist may 

actually receive a lower net return from introducing a new innovation that displaces 

activities of the old one. For example, Horowitz (1962), Levin, Cohen and Mowery (1985), 

and Cohen, Levin and Mowery (1987) Geroski (1990), Blundell, Griffith and Van Reenen 

(1995) have found that industry concentration has either no effect or a negative impact on 
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innovation3. Rather, it is competitive pressure that raises innovation, especially for the new 

firms (Aghion et al 2002). In this context, degree of contestability may be a more important 

as it captures the impact on firm behaviour both of existing as well as potential competition. 

For example, the threat of potential competition may make a monopolist behave like a firm 

in a competitive market. Further, in contestable markets, potential competition may not 

cause prices to descend to the competitive level, but may provide restraints on monopolistic 

pricing (Graham et al., 1983; Moore, 1986; Morrison and Winston, 1987)4. 

 

Overall, therefore, there is no consensus on the nature of relationship between market 

concentration and in-house R&D efforts and it remains largely an empirical issue. Further, 

since the process of economic reforms increases market competition and hence the risks and 

uncertainties of business, in-house R&D efforts by a firm are likely to depend considerably 

on the anticipated risks and an increase in such risks may discourage firms to spend on in-

house R&D. There are a number of studies that show inverse relationship between market 

uncertainty and investment in in-house R&D. For example, by using panel data on 

innovative firms in Germany’s manufacturing sector, Czarnitzki and Toole (2011) have 

found that R&D investment by non-patenting firms falls in response to higher levels of 

market uncertainty as perceived through revenue volatility5. On the other hand, Milton and 

Schrand (1999) have observed that volatility in cash flow results in lower level of R&D 

investment. Similarly, Goel and Ram (2001) have found that greater fluctuations in inflation 

rate reduced the share of R&D investment in the GDP of the OECD countries.  

 
This is particularly so as expenditure on R&D by a firm is an endogenous sunk cost (Sutton, 

1991)6 and massive innovative efforts do not always yield success in the market (Scherer, 

2000). Given information asymmetries and hence the difficulty in predicting the demand 

patterns of the consumers and R&D strategies of the rivals, there is a large stochastic 

                                                           
3A review of the empirical literature up to the late 70’s by Kamien and Schwartz (1982) also reveals 
inconclusiveness on the relationship between market structure and innovative activities. 
4The issue of market contestability is likely to be crucial in Indian context as economic reforms have resulted 
in introduction of liberal policies relating to trade and investment, and greater contestability in different 
markets seems to restrict the scope for monopolistic behaviour of the incumbents. 
5
 When patent protection mitigates market uncertainty, R&D investment by patenting firms is expected to be 

less responsive to revenue volatility as compared to the non-patenting firms. The regression analysis by 
Czarnitzki and Toole (2011) shows that R&D investment by non-patenting firms falls in response to revenue 
volatility while firms with patent protection have no significant response. It is found that patent protection 
confers a 20% increase in R&D investment. Using OECD data, Kanwar and Evenson (2003) have found that 
intellectual property rights significantly increase R&D investment as a share of gross national product. 
6Investment in in-house R&D is largely irreversible, as a considerable proportion of R&D investment is used 
to pay salaries of the research personnel and it cannot be recouped if projects fail.   
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component in economic returns from R&D investments. Further, greater market uncertainty 

also raises the value of waiting to invest in irreversible capital (Dixit 1992; Dixit and 

Pindyck 1994), and the firms can lower R&D investment to avoid large losses by waiting 

for new information about market conditions. However, patent protection can partially 

mitigate the influence of demand related uncertainty and stimulate R&D investment 

(Czarnitzki and Toole, 2011)7. Besides, in-house R&D can also be undertaken to mitigate 

risks, especially when it is of adaptive kind and technological /market uncertainty is 

relatively low. 

 

This means that the relationships between market concentration and in-house R&D efforts 

should be examined on the basis of expected market concentration. The existing studies 

have largely ignored this aspect. Besides, since the structure-conduct-performance-policy 

relationships are multi-directional in nature (Scherer and Ross, 1990), and in-house R&D is 

considered as an important business strategy, understanding the relationships between 

market concentration and innovative efforts requires controlling for other aspects of market 

structure, other types of conduct (other than R&D) of the firms, their performance and 

policy related aspects. The present paper attempts to fill in this gap. The objective of the 

present paper is to examine the role of market concentration in determining inter-industry 

variations in R&D efforts in the Indian manufacturing sector controlling for influence of 

other determinants. Understanding this issue is very important as policy induced restrictions 

on new entrants were seen to have reduced competitive pressures and retarded innovative 

efforts of the firms in the pre-liberalization era (Kumar, 1987). Although the existing studies 

explore different aspects of in-house R&D in Indian manufacturing sector (e.g., Basant, 

1997; Kumar and Agarwal, 2000; Mani, 2009; Mishra, 2007; Mishra, 2010), examining the 

role of market concentration in influencing R&D efforts by the firms has not been 

adequately explored. 

 

Further, the state of R&D efforts by the Indian firms is not very encouraging, particularly in 

comparison with many of the industrialized and newly industrializing economies8, despite 

the fact that the process of liberalization has exposed the manufacturing sector to greater 

                                                           
7As it is mentioned earlier, intellectual property rights result in significant increase R&D investment as a 
proportion of GDP of the OECD countries (Kanwar and Evenson, 2003).      
8The R&D expenditure as a proportion of GNP for the world as a whole increased from 1.85 percent in the 
1980s to 2.55 percent in the 1990s. Contrary to this, in India, the proportion of GNP spent on R&D was not 
only very low during this period, it, though increased from 0.58% in 1980-81 to 0.91% in 1987-88, declined 
subsequently and reached 0.82% in 1998-99. 
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market competition. The industry sector constitutes only 23 percent of the national R&D 

expenditure and the bulk comes from public funded institutions (Kumar, 2005). Real R&D 

expenditure by the firms has declined in 12 out of 28 broad industries in the 1990s (Basant, 

2000). Recent estimates show that both the nominal and real growth rates have declined 

(Mani, 2009). However, while the government still accounts for over 63 percent of total in-

house R&D performed in the country, expenditure by the business enterprises in this regard 

has increased in recent years (Mani, 2009)9.  

 

More importantly, even though all the major industries have shown an increasing trend in 

in-house R&D intensity and the rate of growth has been quite sharp in most of the industries 

barring a few like non-metallic minerals, and paper and paper products, the R&D intensity 

has varied significantly across industries (Basant and Mishra, 2012). Further, while most of 

the industries have reduced their expenditure on foreign technology purchase, the domestic 

firms still rely largely on trade, foreign direct investment, licensing, joint ventures, mergers, 

acquisitions and various other alliances to source technology.10  It is observed that share of 

Indian firms in global technology alliances have increased from 0.22 percent during 1984-88 to 

5.44 percent during 2004-08 (Belderbos, et al, 2011). Besides, many of the firms, particularly 

in Indian pharmaceutical industry, have used the route of M&A to strengthen their in-house 

R&D base during the post-reform period (Mishra, 2006)11.  

 

Besides, the three important amendments to the Indian Patent Act (1970), viz., Patent First 

Amendment Act in 1999, Patent (Second Amendment) Bill in 2002 and Patent (Amendment) 

Bill in 2005 have made a marked shift from the process patent regime towards an era of 

product patent. The amendment in 1999 introduced the mailbox provisions to receive 

                                                           
9It is observed that technology strategies in Indian corporate sector have undergone a major change in recent years. 
While in-house R&D intensity (although still low) has seen significant growth, the role of embodied and 
disembodied technology purchase, both from foreign and domestic sources, has declined (Basant and Mishra, 
2012). 
10The increasing importance of external source of technology for a firm may largely be due to technological 
convergence, declining transaction costs of acquiring external R&D inputs, and shortening product cycle times 
(Grandstrand et al. 1992; Narula, 2001). In addition, alliances may help a firm developing dynamic capabilities 
and in strengthening their competitive advantage over time (Teece et al., 1997; Eisenhardt and Martin, 2000). 
11For example, the Ajay Piramal group acquired Boehringer Mannheim India Ltd. mainly to have access to the 
parent company’s (Boehringer Mannheim of Germany) R&D base. Similarly, Nicholas Piramal India Ltd., an Ajay 
Piramal group company, acquired the basic research unit of Hoechst Marrion Russel (India) as a part of its R&D 
strategy. Besides, Sun Pharmaceutical Industries Ltd. merged Tamil Nadu Dadha Pharmaceuticals Ltd. with it to 
expand its R&D plan, whereas, Dr. Reddy’s Research Foundation formed an R&D alliance with Novonordisk of 
Denmark for developing a compound of Glitazone (an anti-diabetes drug). 
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product patent applications, whereas that in 2002 extended the term of patent to 20 years. 

The amendment in 2005, on the other hand, finally recognized the WTO mandated product 

patent provision. It is expected that new patent laws will provide ex-post market power to the 

firms. But, given the costs and uncertainties of innovative efforts, to what extent the new patent 

regime would encourage the firms towards innovation requires further scrutiny. In addition, 

decision of a firm to invest in innovation may be determined by structure of the market and 

the firm’s relative position therein, alternative strategic options, and ability to invest in 

R&D. For example, when there are imperfections in the capital market, only the larger firms with 

stability and internally generated funds can afford to invest in risky R&D projects. Similarly, for the 

innovating firm with larger scale of operation, the returns of R&D are likely to be higher due to 

spread of fixed costs of innovation over a large volume of sales.  

 

In this perspective, the findings of the present paper will help to understand the influence of 

market structure on firms’ R&D efforts as well as the role of other factors on such 

technology efforts. This is very important for designing appropriate innovation policy, given 

the possible inter-linkages between competition policies and that relating to trade and 

investment. The paper is divided into five sections. The functional model on the 

relationships between market concentration and in-house R&D is specified and the 

hypotheses are set in the second section. The third section discusses the estimation 

techniques and the sources of data.  The regression results are presented and discussed in the 

fourth section. The last section summarizes the major findings and concludes the paper. 

 

II.  Model Specification 
 
The functional specification of the present paper is based on the proposition of Kamien and 

Schwartz (1982) that market structure influences a firm’s decision to innovate via 

anticipated market power. It is assumed that the greater anticipated market power 

encourages the firms in the industry more towards innovations. This is so because greater 

market power in future reduces the risks of doing business and also ensures higher profits 

that can compensate for the current R&D investment. Hence, we may assume that R&D 

intensity in industry i in year t (Rit) depends on the expected market concentration during 

next s years (C*
i,t+s), i.e., 

)1......(..........
1

,
*∑

=
+ ++=

s

j
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Following Koyck (1954), let us assume that sjj
j ,....,1,10;0 =<<= λβλβ  
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Lagging (2) by 1 year and dividing both sides byλ , 
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Subtracting (3) from (2) 
 

)4....(..........*
01,

**
itittiit vCRR +++= − βλα  

 
As *

itC  is not directly observable, following Cagan (1956) and Friedman (1957), let us 

assume that the firms have adaptive expectation or error learning behaviour, i.e.,  

 
)5.......()1()( 1,

*
1,

*
1,

**
ittiitittiittiit XCCXCCCC γδδγδ +−+=+−+= −−−  

 

Here, Xit is a vector of other variables that affect expectation with γ being the corresponding 

coefficient vector and σ for the coefficient of adjustment such that 10 ≤< σ  

 
Substituting (5) in (4), 
 

)6...(....................])1([ 1,
*

01,
**

itittiittiit vXCCRR ++−+++= −− γδδβλα  

 
Lagging (4) by 1 year and multiplying by )1( δ−  

 

)7.....()1()1()1()1()1( 1,
*

02,
**

1, ittititi vCRR δβδλδαδδ −+−+−+−=− −−−  

 
Subtracting (7) from (6), 
 

)8....()1()]1([ 002,
*

1,
**

ititittitiit XCRRR ωγβδβλσδλδα +++−−−−+= −−  

Or, )9...(..........42,31,21 ititittitiit XCRRR ωηθθθθ +++++= −−  

Here, the lagged dependent variable accounts for the dynamic effects. Although equation (9) 

contains lag for both the first-year and the second-year separately, while estimating the 

equation we include lag for the first year only. However, this does not affect the basic 

proposition of the model as in the present paper three-year moving average of the variables, 
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instead of their annual values, are used to make the dataset more consistent over the period 

of time. Accordingly, all the variables are measured as simple moving average of previous 

three years with the year under reference being the starting year. Further, the present paper 

attempts to examine the impact of expected market concentration on in-house R&D, but the 

transformed model includes current (actual) market concentration only as one of the 

explanatory variables with the assumption that the firms follow adaptive expectation or error 

learning behaviour.  However, this does not restrict the present paper from addressing its 

basic objective. This is so because under the assumption of error learning behaviour, 

expected value of a variable is linearly related to its current value. In an autoregressive 

model, as it is in the present case, repeated linear transformation of current value of a 

variable approximates to its expected value. Hence, in the remaining part of the paper, the 

econometric exercises and subsequent discussions have been carried out in terms of market 

concentration only, and not ‘expected market concentration’. 

The vector X includes a set of structure, conduct, performance and policy related variables 

such as market size (MSZ), presence of the multinational corporations (MNC), capital 

intensity (KI), advertising intensity (ADVT), technology purchase intensity (TPUR), 

number of mergers and acquisitions (M&A)12, export intensity (EXP), import intensity 

(IMP), profitability (PROF), and industry risks (IR). Here, market size, MNC participation, 

and capital intensity are expected to capture structural aspects of the markets, advertising 

intensity, technology purchase intensity, number of mergers and acquisitions, exports 

intensity and imports13 intensity for behavioural aspects (conduct) of firms, and profitability 

and industry risks their performance. 

However, advertising can also be seen as a structural variable which is partly a function of 

product features. Similarly, one can view industry risks as a structural variable in a cross-

sectional sense as some industries are inherently more risky than others. In addition, given 

policy induced flexibilities, imports intensity can also been seen as a variable influencing 

market competition, whereas exports intensity as an indicator of firms’ performance in the 

international market. Besides, some of the independent variables can also act as proxies for 

various policy changes by the government. For example, presence of the MNCs and the 

number of mergers and acquisitions are partly influenced by investment and competition 
                                                           
12Although mergers and acquisitions are different in their definitions and the statutory procedures, their effects 
from an economic perspective are the same, as in both the cases the control of one company passes on to 
another. Hence, in the present paper, no distinction is made between the mergers and the acquisitions. 
13 Here, we consider imports of final goods only. 
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related policies, whereas exports and imports are likely to capture the impact of changes in 

trade policies. Similarly, technology purchase can partly capture effects of policy changes 

relating to technology development, especially the ones relating to foreign technology 

acquisition. Hence, equation (9) can be written as the following: 

),,,,&,,,,,,,&(& IRPROFIMPEXPAMTPURADVTKIMNCCONMSZDLRfDR ====  

 

Here, LR&D and CON stand for lagged in-house R&D and market concentration 

respectively. As  discussed in the introductory section, there have been many important 

amendments to the Indian Patent Act since the late 1990s. Hence, the ideal way of 

understanding inter-industry variations in in-house R&D efforts should be capturing the 

impact of these changes as well by adding appropriate variable(s) relating to intellectual 

property. This is very important as amendments to the Indian Patent Act may have diverse 

impact across different industries and in-house R&D efforts by the firms operating therein 

may be influenced accordingly. But, lack of systematic data restricts us from exploring this 

aspect explicitly. However, since the present paper estimates the above model by applying 

panel data estimation techniques, industry specific variations are captured. In other words, 

failure to include patent related variable(s) is unlikely to cause any significant limitation to 

the findings of the estimated regression models.   

 

Probable Impact of the Explanatory Variables 
 

The details of the measures used for variables discussed above are provided in Appendix II. 
We briefly discuss here the likely impact of these variables on R&D intensity. 

Lagged R&D Intensity (LR&D): In-house R&D is a continuous process. Once an R&D 

project is taken up by a firm, it is often continued if there is a potential of positive outcomes; 

in situations where initial results are not positive, the project can also be shelved. Further, 

success in previous R&D projects may encourage the firms to raise current R&D expenses. 

Seen in this line, one may expect lagged R&D intensity to have positive impact on current 

R&D intensity. In other words, the industries with greater R&D intensity in the past are 

likely to have greater R&D efforts at present as well, unless the R&D outcomes have been 

consistently bad. 

Market Size (MSZ): Ceteris paribus, larger domestic market of an industry is likely to 

increase the willingness of firms to invest more on innovation, whereas larger presence in 
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the international market may, in addition compel firms in the industry to invest more in in-

house R&D to enhance competitiveness. It is possible that a larger domestic market may 

also encourage entry of new firms and force the existing firms to enhance their 

competitiveness through in-house R&D. Moreover, larger markets are typically associated 

with more elastic demand (Barron et al., 2008), and thereby limited market power for an 

individual firm. Under these circumstances, in-house R&D helps the firms to have a distinct 

market with lower elasticity of demand through product differentiation. Insofar as the 

measure of market size used here includes both domestic and international sales, industries 

with larger market size are expected to have greater in-house R&D efforts by the firms in 

the industry.  

Market Concentration (CON):  As mentioned above, there is no consensus on the nature of 

impact of market concentration on in-house R&D efforts in the industrial organization 

literature.  Firms in concentrated markets have greater ability and willingness to invest in in-

house R&D but  higher market concentration can also make the firms complacent and hence 

reduce their urge to innovate. Contrary to this, greater market competition may force firms 

to innovate to have competitive edge. The nature of relationship between market 

concentration and in-house R&D intensity, therefore, depends on which of these processes 

dominates empirically. 

Presence of MNC (MNC): The expected impact of FDI on in-house R&D, particularly that 

of domestically-owned firms is not clear. While the demonstration effects or technology 

externalities and emerging competitive threats from FDI can increase innovative efforts of 

the domestic firms, entry of foreign firms, especially through Greenfield investments, can 

increase competition in the local market resulting in a reduction in R&D intensity of other 

firms because of diminishing monopoly rents. Insofar as MNCs are more R&D intensive, 

their presence may enhance average R&D intensity in the industry. Due to the same reason 

if the successful foreign firms force local firms to exit the market, average R&D intensity 

would also go up. However, it is generally observed that the foreign affiliates operating in 

India invest significantly less in in-house R&D as compared to their domestic counterparts 

(Kumar, 1987; Kumar and Saqib, 1996; Kumar and Agarwal, 2000), as they have access to 

the R&D base of the parent companies. Thus, the exact nature of impact of MNC 

participation on innovation is an empirical issue. For example, by examining R&D in 

Chinese state-owned enterprises (SOEs), Girma et al. (2006) found relatively high R&D in 

firms with more foreign capital participation. In contrast, Veugelers and Vanden Houte 
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(1990) found that the domestic firms in the industries with higher share of FDI have lower 

innovation intensities in Belgian manufacturing sector. 

 

Capital Intensity (KI): High capital intensity in an industry can act as an entry barrier and 

deter entry reducing possible competitive threat. This may encourage the firms towards in-

house R&D insofar as the firm can appropriate the benefits of new technologies. However, if 

the existence of capital intensity oriented entry barrier results in complacency among 

incumbents, their R&D intensity may decline. This is more likely to be the case in situations 

where capital markets are imperfect. Thus, the nature of impact of capital intensity on R&D 

efforts depends on the relative strength of these diverse forces. 

 
Advertising Intensity (ADVT): Efforts towards in-house R&D and technology imports are 

higher in industries where products are differentiable (Philips, 1966; Comanor, 1967; 

Kumar, 1987; Siddharthan and Krishna, 1994). Firms in such industries invest more in in-

house R&D and also import technology to offset the competitive threats from the rivals in 

the form of new or differentiated products. If advertising is used as a proxy for product 

differentiation, one can, therefore, assume a positive association between advertisement 

intensity and innovation. However, it is also possible that the firms use advertising as 

strategic alternatives to innovation to create entry barriers, and when it is so, the industries 

with greater advertising intensity may experience lower R&D efforts by the firms.  

 

Technology Purchase Intensity (TPUR): There are a number of studies that have 

examined the relationship between technology purchase and in-house R&D efforts (e.g., 

Katrak, 1991; Siddharthan and Krishna, 1994; Basant, 1997), and the links are often found 

to be complex (Kumar, 1987). Many of the firms source technologies from external sources 

due to their limited financial and intellectual capabilities for in-house R&D. In general, 

purchase of technology in embodied or disembodied form substitutes in-house R&D activity 

of the receiving firms of the developing countries, at least at a point in time.14. However, in 

many cases, import of foreign technology, particularly in disembodied form requires in-

house R&D on the part of importing firm for its effective absorption, adaptation and 

assimilation. The relationship between R&D and technology purchase may, therefore, be 

                                                           
14Here, technology expenditure includes expenses towards payment for royalties, technical know-how fees 
(both domestic and foreign), import of capital goods. 
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complementary or substitute and the exact nature between the two depends on the 

requirement of the firms and the nature of R&D.  

 

Exports Intensity (EXP): As suggested earlier, given the size of the market, higher export 

orientation is expected to affect innovative efforts of a firm positively (Braga and Willmore, 

1991; Kumar and Saqib, 1996; Kumar and Agarwal, 2000). As a firm penetrates more in the 

international market, competitive pressures from the foreign firms also increase. Sustaining 

in the international market, therefore, requires greater competitiveness, especially, in terms 

of offering new quality products at lower prices vis-à-vis the competitors. In addition, 

exposure to foreign markets may also result in knowledge flows that might provide inputs 

for R&D endeavours. This, in turn, raises innovation intention of the domestic firms. Hence, 

the industries with greater exports intensity of the firms are likely to experience more 

investment in innovation. 

 

Imports Intensity (IMP):  When imported products are of better quality or cheaper, one 

may expect higher competitive pressures insofar as the imports are of final goods sold in the 

industry. Greater import competition may, therefore, force the rival firms in the industry to 

be more innovative (Bhattacharya and Bloch, 2004). However, when the importing firms 

dominate the market, greater import competition may reduce in-house R&D efforts of the 

firms concerned and hence that of the industry. The nature of impact of import intensity on 

innovation, therefore, depends on the relative strength of these diverse forces, more 

specifically on whether the importing firms dominate the market. 

 

Mergers and Acquisitions (M&A): Given that M&As can influence almost every 

determinant of innovation, there is a formidable problem to analyze the merger-innovation 

relationships. As a result, there is no consensus on this front in the literature. Even empirical 

studies have shown divergent results. For example, while Ravenscraft and Scherer (1987) 

and Hitt et al. (1991) have found negative impact of M&As on in-house R&D, Bertrand and 

Zuniga (2006) have observed an increase in such efforts of the firms following M&As. 

Since the R&D intensity among MNCs in India is low (see earlier discussion), when a 

domestic firm is acquired by or merged with a foreign firm, it gets easy access to better 

technology of the latter and may reduce its in-house R&D efforts. Many of the M&As in 

Indian pharmaceutical industry in the 1990s were guided by the motive of strengthening 

R&D bases (Mishra, 2006). This is likely to reduce in-house R&D efforts of the domestic 

firms. Besides, M&As may also enhance the scale of operation of the firms and thereby 
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reduce the average costs of operations. When it is so, the participating firms may have a 

distinct competitive edge in the market and their in-house R&D efforts may be low. There 

may also be economies of scale in R&D activity, resulting in lower R&D intensity15. 

Further, the M&As, that are of conglomerate in nature, help the firms to mitigate risks and 

hence role of R&D in this regard declines. On the other hand, if M&As raises market power 

of the firms, their R&D efforts may increase. However, M&As can also enhance 

oligopolistic rivalry and enhance degrees of competition. This, in turn, may force the firms 

to invest in in-house R&D to enhance competitiveness and/or to mitigate market 

uncertainties. Thus, the nature of impact of M&As on in-house R&D efforts would depend 

on which of these diverse forces dominate.  

 

Profitability (PROF):  The firms with better financial performance are expected to have 

greater ability as well as willingness to invest in innovation. However, it is also possible that 

the firms with better financial performance become complacent and reduce emphasis on 

innovation. The impact of profitability on in-house R&D intensity, therefore, depends on 

relative strength of these diverse forces.   

 

Industry Risks (IR):  High industry risks, conventionally measured in terms of variability in 

an industry’s profitability over time, may compel the firms to make in-house R&D efforts to 

stabilize their performance, especially when the variability is due to increasing inter-firm 

competition. High industry risks may also discourage the risk-averse firms to invest in 

innovation. Instead, high industry risks may induce such firms to rely more on technology 

sourcing and other strategic alternatives that have less uncertain outcomes, to enhance their 

competitiveness. 

 
III. Methodology and Data 
 
In order to examine the relationships between market concentration and in-house R&D 

efforts in the present paper, we estimate the regression model discussed above by applying 

the Arellano-Bond (1991) dynamic panel data estimation techniques. The regression model 

                                                           
15Economies of scale in R&D seem to have significant role due to the high fixed costs associated with 
innovation. This may reduce post merger R&D intensity by eliminating of duplicated efforts, whereas R&D 
efficiency may be higher (Cohen and Levin, 1989; Roller et al., 2001). 

. 
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envisaged includes lagged dependent variable as one of the independent variables. Hence, 

the model estimated is of the form,  

it

m

j
itjjtiit uxyy +++= ∑

=
−

1
,1, γβα  

In a dynamic model as specified above, the lagged dependent variable is likely to be 

correlated with the random disturbance term even if it is assumed that the latter is not 

autocorrelated. When it is so, the estimators of the fixed effects model and the random 

effects model become biased and inconsistent. Many of the existing studies (e.g., Balestra 

and Nerlove, 1966; Anderson and Hsiao, 1981 and 1982; Bhargava and Sargan, 1983) have 

applied the method of instrumental variables to estimate dynamic panel data regression 

model. However, the proposed study will apply the Arellano-Bond (1991) dynamic panel 

data estimation techniques, which is based on the generalized method of moments (GMM). 

As compared to the method of instrumental variables, the GMM estimators can bring in 

more information on data during the course of estimation (Ahn and Schmidt, 1995). 

The Arellano-Bond (1991) dynamic panel data estimation technique uncovers joint effects 

of the explanatory variables on the dependent variable. It also controls for the potential bias 

due to endogeneity of the explanatory variables including the lagged dependent variable16. 

In order to control for potential bias due to endogeneity of the explanatory variables, one-

year lag value of the lagged dependent variable and that of other explanatory variables are 

used as the instruments. Besides, marketing and distribution intensity is used as additional 

instrument while estimating the model. Presence of autocorrelation problem and validity of 

the instruments are tested by applying Arellano-Bond test for autocovariance and Sargan 

test (1958) of over-identifying restrictions respectively. 

 

We use both the one-step and the two-step estimators of Arellano-Bond dynamic panel data 

model. While the statistics based on two-step estimators are used to test for the over-

identifying restrictions and overall significance of the model, inferences on the individual 

coefficients are drawn on the basis of the one-step estimators with robust standard errors. 

This is so because the asymptotic standard errors of one-step estimators are unbiased and are 

reliable to draw inference on the individual coefficients. But, in the one-step estimator, the 

                                                           
16Since the industry is the unit of observation in the present context, endogeneity bias of the explanatory 
variables is unlikely to be acute as it normally is when the firm or the line of business is the unit of observation 
(Salinger, 1990). 
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Sargan test over-rejects the null of over-identifying restriction in the presence of 

heteroscedasticity. On the other hand, the robust standard errors of one-step estimators can 

control for heteroscedasticity, but the distribution of Sargan test statistic is not known17.  

 
The above model is estimated with a panel dataset of 34 manufacturing industries over the 

period from 2001-02 to 2008-09. Since the basic objective of the paper is to examine 

concentration-R&D relationships, four alternative measures of market concentration, viz., 

Entropy Index (CON_ENT), Herfindahl-Hirschman Index (CON_HHI), and Horwath Index 

(HHI_HOR), and the GRS Index (GRS) are used to substantiate the findings18. The paper 

uses secondary data collected from the Centre for Monitoring Indian Economy, Mumbai, 

India. The necessary information M&A are compiled from the Business-Beacon database, 

whereas data on rest of the variables are collected from the Prowess. 

 
IV.  Results and Discussions 
 
Table 1 provides the summary statistics for the variables used in estimating the regression 

model. The regression results including the tests for autocorrelation and the validity of the 

instruments (Sargan test) are summarized in Tables 2, 3, 4 and 5. It is observed that Wald-Chi2 

is statistically significant for all the estimated models with both one-step and two-step 

estimators. This means that all the estimated models are statistically significant. Since the 

Sargan Test statistic is not statistically significant, the estimated models do not suffer from the 

problem of over-identified restrictions. Further, the z-Statistics for Arellano Bond test of both 

AR (1) and AR (2) are not statistically significant implying that the estimated models are free 

from the problem of autocorrelation. 

 

The z-statistics of the regression coefficients for one-step estimates are based on robust 

standard errors. As mentioned above, we use the z-statistics of one-step estimates for inference 

on the individual coefficients. It is observed that in all the estimated models the coefficient of 

LR&D, MNC, KI, M&A, EXP and IMP are statistically significant. This means that inter-

industry variations in in-house R&D efforts by the firms depends on their previous R&D 

efforts, extent of MNC participation, capital intensity, number of mergers and acquisitions, 

                                                           
17Although the two-step estimators yield standard errors that are asymptotically robust to both 
heteroscedasticity and autocorrelation, the asymptotic standard errors of these estimators can be severely 
downward biased in small samples.   
18 This is very important as the degree and trends of market concentration are not consistent across different 
measures. For the details in this regard as well as on the indices, see Mishra et al (2011). 
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exports intensity, and imports intensity in the industry. Further, while coefficient of LR&D, 

MNC, KI and EXP are positive and that of M&A and IMP are negative. This means that the 

industries with greater R&D efforts by the firms in the past, larger participation of the MNCs, 

higher capital intensity, or greater penetration in the international market through exports 

experience more investment in innovation. On the other hand, in-house R&D efforts are less 

in the industries with larger incidence of mergers and acquisitions or greater imports 

intensity. 

 

However, the coefficient of market concentration for the indices CON_HHI, CON_ENT and 

CON_HOR are not statistically significant in case of both one-step and two-step estimators. 

The coefficient of the other measure of market concentration, i.e., CON_GRS is also not 

statistically significant in case of one-step estimator, though it is statistically significant for the 

two-step estimators. Similarly, the coefficients of MSZ, ADVT, TPUR and PROF and IR are 

not statistically significant as well. This means that the degree of sellers’ concentration in a 

market, its size, efforts by the firms towards creation of product differentiation and image 

advantage, purchase of technology, and the level and variations in their profitability do not 

make any significant difference in in-house R&D intensity across the industries. 

 
The findings of the present paper have some important implications. First, market 

concentration has no significant impact on innovation efforts of the firms. In other words, 

inter-industry variations in in-house R&D efforts by the firms are not caused by the degree 

of sellers’ concentration in the respective market. This is contradictory to the findings of 

Fellner (1951), Williamson (1965), Scherer (1967), Levin (1981), and Mukhopadhyay 

(1985) which support the Schumpeterian (1942) proposition that concentrated industries are 

more favourable for innovation. It also conflicts with the findings of Arrow (1962) and 

Aghion et al (2002) that a pre-innovation monopolist has a weaker incentive to innovate 

than a firm operating in a competitive market.  

 
The reason for such a finding may be the complexities in the relationship between market 

competition and extent of R&D efforts. For example, in an industry with greater market 

competition, the firms may have the need to spend more on R&D to raise their 

competitiveness. On the other hand, greater market competition may reduce firms’ expected 

return from in-house R&D, especially when they assume competition to increase further and 
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hence their willingness to invest for innovation. On balance, the degree of sellers’ 

concentration in the industry may not have any significant impact on firms’ R&D efforts. 

 

Second, it is observed that the industries with large number of M&A experience low in-

house R&D intensity of the firms in the industry. In other words, M&A undermine firms’ 

innovative efforts in an industry. Although such a negative impact of merger on innovation 

is consistent with many of the earlier studies (e.g. Ravenscraft and Scherer, 1987; Hitt et al., 

1996), potentially, mergers can change almost every determinant of innovation incentives 

and this multidimensionality of impact poses a formidable problem in analyzing merger-

innovation relationships (Schulz, 2007). In general, a merger is expected to benefit the 

participating firms in terms of economies of scale and scope, risk diversification, managerial 

improvements, increased market power, and attainment of intangible assets (Sonenshine, 

2010). For example, integration through M&A, particularly with the MNCs may help the 

firms to have easy access to better technology, and thereby may discourage them from 

investing in in-house R&D. Possibly that is why presence of the MNCs is found to have 

significant positive impact on in-house R&D efforts. The demonstration effects or 

technology externalities and emerging competitive threats from FDI seem to have increased 

innovative efforts of the firms. It is also possible that the wave of M&A has led to higher 

monopoly power and as a result firms have a weaker incentive to innovate. 

 

However, in the present paper, MNC participation and concentration ratio are added as 

separate explanatory variables along with the number of mergers and acquisitions. While 

MNC participation captures the spillover effects, market power related influence is captured 

by the concentration ratio. The negative coefficient of M&As may be due to a set of other 

factors. As suggested, M&As may have enhanced the scale of operations of the participating 

firms and hence their competitiveness. This might have eventually reduced the need for in-

house R&D apart from benefiting firms in terms of economies of scale in R&D activity. It is 

also possible that decline in market competition following M&As has discouraged the firms 

to invest in in-house R&D for enhancing their competitiveness and/or for mitigating market 

risks. Even though majority of the deals appear to be horizontal in nature at a broader level 

of classification of industries (as it is done in the present paper), most of the participating 

firms have diversified product portfolio that help them to mitigate risks. As a result, role of 

in-house R&D in mitigating risks seem to have declined. The decline in R&D investment 
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might also be a response to the cash outflow owing to mergers19. Hence, the observed 

negative impact of M&As on in-house R&D efforts may be a combination of all these 

diverse forces. However, any definite conclusion in this regard requires further exploration. 

 
Third, while higher export intensity increases innovative efforts of the firms, greater imports 

intensity of final goods reduces the same. This is so possibly because greater penetration in 

the international market through exports increases competitive pressure from the foreign 

firms and sustaining competitive advantage under such business conditions requires in-

house R&D. It may also have increased innovative efforts through knowledge spillovers 

from foreign markets that provide useful technological ideas to follow-up for enhancing 

competitiveness. On the other hand, in the industries where imports intensity is high, the 

importing firms seem to dominate the market, and lack of competitive threat from the rivals 

possibly undermines the need for in-house R&D efforts by the firms concerned20. 

 

V.  Concluding Remarks: 
 

The basic objective of the present paper was to understand the role of market concentration 

in determining inter-industry variations in in-house R&D efforts in Indian manufacturing 

sector, controlling for the influence of other aspects of market structure, conduct of firms in 

the industry (other than R&D), their performance, and policies of the government. It is 

found that the firms in industries with greater R&D efforts in the past, larger participation of 

the MNCs, higher capital intensity, and greater penetration in the international market through 

exports invest more in innovation. On the other hand, in-house R&D efforts of the firms are 

less in the industries with larger incidence of mergers and acquisitions and greater imports 

intensity. However, the degree of sellers’ concentration in the market, its size, efforts by the 

firms towards creation of product differentiation, purchase of technology, and the level and 

variations in their profitability do not make any significant difference in in-house R&D 

intensity across the industries. (See Table 6 for summary of regression results) 

                                                           
19 In addition, acquisitions may adversely affect the interests of the managers towards development of new 
products, technologies or processes as there may be fewer internal post-acquisition rewards for innovative 
activities (Hitt et al., 1991). Instead, M&As are often followed by a short-term financial control system (Ernst 
and Vitt, 2000; Hitt et al., 1991). This is likely to result in a decline in R&D expenditures by the firms. 
20Such relationships are observed at firm level as well. By applying panel data estimation techniques for a set 
of 52 listed drugs and pharmaceutical companies over the period from 2000-01 to 2007-08, Mishra (2010) has 
found that larger presence in the international market boosts innovation intention of a firm in the industry, 
whereas a firm with higher import intensity invests less on in-house R&D. 
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The findings of the present paper suggest that inter-industry variations in R&D efforts of the 

firms do not depend on market concentration and size. They seem to be influenced by certain 

types of competition and spillovers in the market; larger presence of the MNCs and greater 

exports intensity of an industry enhance in-house R&D efforts of the firms in the industry. In 

both cases, there is a potential of an increase in competitive threat as well technology spillovers 

and both these seem to result in higher innovative efforts of the firms in the industry to enhance 

their competitiveness. Hence, factors that enhance contestability as well as provide a potential 

technology spillover are likely to be more conducive for R&D investment. 

The paper, therefore, raise some important policy dilemmas. While greater MNC participation 

in an industry seem to induce  firms in the industry to invest more in in-house R&D, an 

increase in  M&A activity  reduces the same. A simple interpretation of these results could be   

that entry of MNCs needs to be encouraged while restricting M&A to enhance in-house R&D 

efforts firms. However, if the M&A activity is reducing R&D intensity due to scale economies 

and may probably be enhancing efficiency of R&D, the policy prescription ceases to be simple. 

But the issue is real as M&A have become predominant channel of FDI inflows into India 

during the post-reform period. Nearly 39 per cent of FDI inflows into the country during 

1997-1999 have taken the route of M&A, whereas inward FDI in the pre-reform era were 

invariably in the nature of Greenfield investments (Kumar, 2000). The trend has continued 

in the recent past as well. Acquisition of shares by the foreign investors has constituted 

around two-fifths of the total FDI equity inflows during 2005-07 (Rao and Dhar, 2011). 

Hence, emphasis should probably be given on encouraging the foreign firms to enter into 

Indian markets through Greenfield investment, as it has other advantages as well, the issue 

of scale economies associated R&D efficiency may remain unresolved. Besides, how 

exactly this needs to be achieved will need further scrutiny, For example, should it be done 

through incentives for Greenfield investment or regulation of FDI through M&A 

restrictions, needs closer examination. 

Moreover, since higher exports intensity increases innovative efforts of the firms and 

imports of final goods reduce the same, should India have trade policies that can encourage 

exports and restricts imports of such commodities? While encouraging exports is necessary to 

facilitate in-house R&D and widen the markets, restricting imports would reduce market 

contestability. Interestingly, enhancement of contestability through imports of final products 

does not result in higher R&D intensity in the industry. Is it because unlike exports and FDI, 

such imports do not provide significant learning opportunities through technology spillovers 
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along with competition? Our results seem to be consistent with the idea that forces that 

simultaneously increase contagion (positive spillovers) and competition effects may have a 

positive effect on R&D intensity in an industry. Identifying such factors is a policy challenge. .  

Finally, some important methodological limitations that primarily arise due to data 

inadequacies need to be mentioned. First, the database used in the paper allocates a merger 

or an acquisition across industries on the basis of the industry, which contributes the 

maximum to the sales of the target firms. But, as many of these target firms might be 

diversified having a number of products in their portfolios, such distribution may 

underestimate the impact in other industries. This may be important, particularly, when a 

firm has a strong presence in these industries. One of the possible ways to overcome this 

problem would have been to distribute a particular merger or acquisition across all industry 

categories of the target firm. However, non-availability of necessary information restricts us 

from undertaking such an exercise. Second, an ideal measurement of M&A should consider 

both the number as well as the size of the deals. Since the present paper considers only the 

number of M&A, equal weights are assigned to each of the deals. In other words, the 

present paper does not distinguish the deals depending on their size. Third, coverage of 

firms for different industries in the Prowess database of CMIE is not consistent over the 

years. This forces us to measure the variables by taking their three years’ moving average to 

make the dataset consistent. But, such an approach can also result in loss of variability and 

hence dynamics of adjustment over the years. Possibly a firm level analysis would help in 

overcoming these limitations and hence having a better understanding of the determinants of 

in-house R&D efforts.  

(An earlier version of this paper was presented in the 6th Conference on Micro Evidence 
on Innovation in Developing Economies (MEIDE) held at Cape Town, South Africa 
during November 21-23, 2012. The authors are thankful to the conference participants for 
their valuable comments and suggestions. Usual disclaimers apply.)  
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Appendix – I: Tables 
 

Table 1: Summary Statistics of the Variables 
Variable Number of 

Observations 
Mean Standard 

Deviation  
Minimum Maximum 

R&D 272 0.0039 0.0066 0.0000 0.0520 
MSZ 272 4.2703 0.5376 3.0538 5.7992 
CON_HHI 272 0.0901 0.0820 0.0097 0.3858 
CON_ENT 272 1.4677 0.4041 0.7189 2.3297 
CON_HOR 272 0.2560 0.1500 0.0507 0.6384 
CON_GRS 272 0.1904 0.1297 0.0378 0.6074 
MNC 272 0.0030 0.0057 0.0000 0.0410 
KI 272 0.6588 0.3318 0.1920 2.3259 
ADVT 272 0.0091 0.0138 0.0001 0.0855 
TPUR 272 0.0163 0.0114 0.0021 0.0715 
M&A 272 72.1360 77.3160 4.0000 539.0000 
EXP 272 0.1574 0.1428 0.0005 0.8160 
IMP 272 0.0101 0.0152 0.0000 0.0823 
PBIT 272 0.0959 0.0490 -0.0387 0.2568 
IR 272 0.0392 0.0273 0.0022 0.1508 
MDI 272 0.0428 0.0205 0.0057 0.1147 

 

Table 2: Regression Results for Herfindahl-Hirschman Index of Market Concentration 
Variable Two-Step Estimates One-Step Estimates 

Coefficient z-Statistic Coefficient z-Statistic 
Intercept -0.01150 -1.44 -0.02871 -1.64 
LR&D 0.62793 13.48* 0.60168 3.80* 
MSZ 0.00207 1.04 0.00607 1.58 
CON_HHI 0.0067 1.37 0.00174 0.24 
MNC 0.14865 3.66* 0.22368 3.11* 
KI 0.00348 2.53* 0.00632 1.78**  
ADVT -0.03239 -0.90 -0.03285 -0.53 
TPUR -0.01667 -1.54 -0.02251 -1.26 
M&A -0.00001 -3.10* -0.00001 -2.13* 
EXP 0.01449 2.66* 0.01834 1.88**  
IMP -0.02268 -1.90**  -0.03480 -1.70**  
PROF 0.00182 0.31 -0.01426 -1.13 
IR -0.00253 -0.97 -0.00313 -0.81 
Wald–Chi2 1094.60*  192.93*  
Sargan Test for over-identification 9.26 (0.16)    
Arellano Bond Test for AR (1) -0.34 

(0.74) 
 -0.40 (0.69)  

Arellano Bond Test for AR (2) 0.33 (0.74)  0.73 (0.47)  
Number of Observations 204  204  

Notes: (i) The z-statistic in one-step estimation is based on robust standard errors; (ii) Figures in the 
parentheses indicate level of statistical significance of the respective test statistic; (iii)*Statistically 
significant at 5 per cent level; (iv) ** Statistically significant at 10 per cent level. 
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Table 3: Regression Results with Entropy Index of Market Concentration 
Variable Two-Step Estimates One-Step Estimates 

Coefficient z-Statistic Coefficient z-Statistic 
Intercept -0.00674 -0.71 -0.03211 -1.49 
LR&D 0.62977 14.14* 0.59485 3.91* 
MSZ 0.00177 0.84 0.00595 1.56 
CON_ENT -0.00151 -0.82 0.00243 0.74 
MNC 0.13076 2.34* 0.24792 2.70* 
KI 0.00319 2.40* 0.00658 1.84**  
ADVT -0.04927 -1.25 -0.06890 -1.11 
TPUR -0.01697 -1.52 -0.01739 -1.01 
M&A -0.00001 -3.05* -0.00001 -1.94**  
EXP 0.01319 2.24* 0.01932 1.86**  
IMP -0.02101 -1.76**  -0.03223 -1.72**  
PROF 0.00207 0.34 -0.01199 -1.06 
IR -0.00252 -0.90 -0.00216 -0.52 
Wald–Chi2 1267.58*  183.93*  
Sargan Test for over-identification 8.15 (0.23)    
Arellano Bond Test for AR (1) -0.37 (0.71)  -0.40 (0.69)  
Arellano Bond Test for AR (2) 0.29 (0.77)  0.73 (0.47)  
Number of Observations 204  204  

Notes: (i) The z-statistic in one-step estimation is based on robust standard errors; (ii) Figures in the 
parentheses indicate level of statistical significance of the respective test statistic; (iii)*Statistically 
significant at 5 per cent level; (iv) ** Statistically significant at 10 per cent level. 

 
Table 4: Regression Results with Horvath Index of Market Concentration 
Variable Two-Step Estimates One-Step Estimates 

Coefficient z-Statistic Coefficient z-Statistic 
Intercept -0.01123 -1.41 -0.02847 -1.65 
LR&D 0.63350 13.55* 0.60052 3.81* 
MSZ 0.00196 0.96 0.00614 1.57 
CON_HOR 0.00397 1.20 -0.00155 -0.30 
MNC 0.13629 2.97* 0.22331 2.97* 
KI 0.00347 2.53* 0.00638 1.83**  
ADVT -0.03738 -0.99 -0.04550 -0.73 
TPUR -0.01722 -1.56 -0.02110 -1.18 
M&A -0.00001 -3.16* -0.00001 -2.10* 
EXP 0.01379 2.48* 0.01840 1.90**  
IMP -0.02215 -1.85**  -0.03448 -1.71**  
PROF 0.00222 0.37 -0.01382 -1.10 
IR -0.00257 -0.95 -0.00284 -0.72 
Wald–Chi2 1139.28*  186.96*  
Sargan Test for over-identification 8.83 (0.18)    
Arellano Bond Test for AR (1) -0.38 (0.70)  -0.40 (0.69)  
Arellano Bond Test for AR (2) -0.31 (0.76)  0.73 (0.47)  
Number of Observations 204  204  

Notes: (i) The z-statistic in one-step estimation is based on robust standard errors; (ii) Figures in the 
parentheses indicate level of statistical significance of the respective test statistic; (iii)*Statistically 
significant at 5 per cent level; (iv) ** Statistically significant at 10 per cent level. 
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Table 5: Regression Results with GRS Index of Market Concentration 
Variable Two-Step Estimates One-Step Estimates 

Coefficient z-Statistic Coefficient z-Statistic 
Intercept -0.01243 -1.59 -0.02921 -1.68* 
LR&D 0.62743 13.33**  0.60168 3.75**  
MSZ 0.00217 1.10 0.00610 1.60 
CON_GRS 0.00496 2.56**  0.00274 1.02 
MNC 0.15348 3.98**  0.22521 3.19**  
KI 0.00349 2.56**  0.00628 1.79* 
ADVT -0.02648 -0.77 -0.02667 -0.46 
TPUR -0.01695 -1.64 -0.02326 -1.34 
M&A -0.00001 -3.04**  -0.00001 -2.11**  
EXP 0.01512 2.79**  0.01854 1.92* 
IMP -0.02347 -1.97**  -0.03549 -1.73* 
PROF 0.00185 0.32 -0.01459 -1.13 
IR -0.00256 -1.00 -0.00308 -0.83 
Wald–Chi2 1120.39**   547.29**   
Sargan Test for over-identification 9.38 (0.15)    
Arellano Bond Test for AR (1) -0.32 (0.75)  -0.38 (0.70)  
Arellano Bond Test for AR (2) 0.30 (0.76)  0.72 (0.47)  
Number of Observations 204  204  
Notes: (i) The z-statistic in one-step estimation is based on robust standard errors; (ii) Figures in the 

parentheses indicate level of statistical significance of the respective test statistic; (iii)*Statistically 
significant at 5 per cent level; (iv) ** Statistically significant at 10 per cent level. 

 
 
Table 6: Summary of Regression Results 

Variable Statistical Significance Sign of the Coefficient 
Lagged R&D Intensity Statistically Significant Positive 
Market Size Statistically Not Significant Positive 
Market Concentration Statistically Not Significant Positive 
MNC Participation Statistically Significant Positive 
Capital Intensity Statistically Significant Positive 
Advertisement intensity Statistically Not Significant Negative 
Technology Purchase Intensity Statistically Not Significant Negative 
Mergers and Acquisitions Statistically Significant Negative 
Exports Intensity Statistically Significant Positive 
Imports Intensity Statistically Significant Negative 
Profitability Statistically Not Significant Negative 
Industry Risks Statistically Not Significant Negative 
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Appendix II: Measurement of the Variables 

All the variables are measured as simple three previous years’ averages from the year under 

reference to make the data set more consistent over time along with taking care of the 

adjustment process and eliminating the problem of simultaneity amongst the variables. 

Accordingly, all the variables are measured as simple moving average of previous three years 

with the year under reference being the starting year.    

Dependent Variable: 

R&D Intensity (R&D):  In the present paper we use R&D intensity as a measure of innovation 
efforts by the firms in an industry. It is measured as the ratio of total expenditure on in-house 
R&D (RDE) to sales (S), i.e., 
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Here, R&Djt stands for technology intensity in industry j in year t. 

Independent Variables 

Market Concentration (CON): The present paper uses four alternative measures of market 
concentration, viz., the Herfindahl-Hirschman Index (HHI), the Entropy Index (ENT), the 
Howarth Index (HOR), and the GRS Index (GRS). 

(i) Herfindahl-Hirschman Index (HHI): The Herfindahl-Hirschman Index of market 
concentration is constructed by using the formula, 
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Here, HHIjt is Herfindahl-Hirschman Index for industry j in year t and si stands for market 
share of the ith firm in the industry. Market share of a firm is defined as the ratio of the firm’s 
sales to total industry sales.  

(ii) Entropy Index (ENT): The Entropy Index of market concentration is constructed by using 
the formula, 
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Here, ENTjt stands for Entropy Index of market concentration for industry j in year t. 

(iii) Horwath Index (HOR): The Horwath Index of market concentration constructed by using 
the following formula: 
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Here, HORjt stands for Horwath Index of market concentration for industry j in year t and s1 for 
market share of the largest firm in the industry. 

(iv) GRS Index (GRS): The GRS index of market concentration is defined as, 
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Here, s1 stands for market share of the largest firm in the industry. The GRS index is based 

on Taylor’s series21.  

 

Market Size (MSZ): We use the natural logarithm of sales as a measure of MSZ, i.e.,  
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Here, MSZjt is the size of the market of industry j in year t. 

MNC Participation (MNC): The ratio of FOREX spending as dividends (FDIV) to total sales 
is used as a measure of the presence of MNCs in an industry, i.e.,  

3
1

2,

1

2,

1

1,

1

1,

1

1





















++

=
∑

∑

∑

∑

∑

∑

=
−

=
−

=
−

=
−

=

=
n

i

ti

n

i

ti

n

i

ti

n

i

ti

n

i

it

n

i

it

jt

S

FDIV

S

FDIV

S

FDIV

MNC  

Here, MNCjt stands for the extent of the presence of MNCs in industry j in year t.  

Capital Intensity (KI): Here, KI is measured by using the following formula: 
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Here, KIjt stands for capital intensity in industry j in year t and CE for capital employed. 

Advertising Intensity (ADVT):  The ratio of advertising expenses (AE) to sales is used as a 
measure of ADVT, i.e.,  

                                                           
21 For the details on derivation of this index, see Ginevicius and Cirba (2009) and Mishra et al. (2011). 
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Here, ADVTjt stands for the advertising intensity in industry j in year t. 

Technology Purchase Intensity (TPUR): The ratio of total expenditure on technology 
purchase (TE) to sales is used as a measure of technology purchase intensity, i.e., 
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Here, TECHjt stands for technology purchase intensity in industry j in year t. 

Exports Intensity (EXP): The variable EXP is measured as the ratio of FOREX earning from 
final goods and services (FE) to sales, i.e., 
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Here, EXPjt stands for exports intensity of industry j in year t. 

Imports Intensity (IMP): We use the ratio of FOREX spending on final goods and services 
(FS) to sales as a measure of imports intensity, i.e., 
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Here, IMPjt stands for imports intensity of industry j in year t. 

Mergers and Acquisitions (M&A):  Total number of mergers and acquisitions taking place in 
an industry during last three years is used as a measure of M&A, i.e., 
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Here, M&Ajt represents number of mergers and acquisitions in industry j in year t. 
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Profitability (PROF):  The ratio of profit before interest and tax (PBIT) to sales is used as a 
measure of profitability, i.e., 
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Industrial Risks (IR):  The standard deviation (σ) of returns on capital employed during the 
last five years is used as a measure of industrial risks, i.e., 

),,,,( 4,3,2,1, −−−−= tjtjtjtjjtjt ROCEROCEROCEROCEROCEIR σ  

 
Here, IRjt stands for extent of risks in industry j in year t. 
 
 



 

 

IIMA  �  INDIA 
Research and Publications 

Page No. 30 W.P.  No.  2013-02-01 

References: 
 
Aghion, P., Carlin, W. and Schaffer M. (2002), “Competition, Innovation and Growth in 
Transition: Exploring the Interactions between Policies”. William Davidson Working Paper 
No.501, The William Davidson Institute, University of Michigan Business School 
 
Ahn, S., and Schmidt, P., (1995), “Efficient Estimation of Models for Dynamic Panel Data”, 
Journal of Econometrics, 68(1), pp. 5-27. 
 
Anderson, T., and Hsiao, C. (1981), “Estimation of Dynamic Models with Error 
Components”, Journal of the American Statistical Association, 76(375), pp. 598-606. 
 
Anderson, T., and Hsiao, C. (1982), “Formulation and Estimation of Dynamic Models 
Using Panel Data”, Journal of Econometrics, 18(1), pp. 47-82. 

Arellano, M, and Bond, S. (1991), “Some Tests of Specification for Panel Data: Monte 
Carlo Evidence and an Application to Employment Equations”, The Review of Economic 
Studies,  58(2), pp. 277-97. 

Arrow, K. J. (1962), “Economic Welfare and the Allocation of Resources for Inventions”, in 
Nelson, R.R. (ed.), The Rate and Direction of Inventive Activity: Economic and Social 
Factors, Princeton University Press, Princeton. 
 
Balestra, P. and Nerlove, M. (1966), “Pooling Cross Section and Time-Series Data in the 
Estimation of a Dynamic Model: The Demand for Natural Gas”, Econometrica, 34(3), pp. 
585-612. 
 
Barron, J. M., Umbeck, J. R., and Waddell, G. R. (2008), “Consumer and Competitor 
Reactions: Evidence from a Field Experiment,” International Journal of Industrial 
Organization, 26 (2), pp. 517–31. 
 
Basant, R., (1997), “Technology Strategies of Large Enterprises in Indian Industry: Some 
Explorations”, World Development, 25 (10), pp.1683-1700. 
 
Basant, R., (2000): “Corporate Response to Economic Reforms”, Economic and Political 
Weekly, 35(10), pp. 813-822. 

Basant, R. and Mishra, P. (2012), “How has the Indian Corporate Sector Responded to Two 
Decades of Economic Reforms in India? An Exploration of Patterns and Trends”, Working 
Paper No. 2012-02-02, Indian Institute of Management, Ahmedabad. 
 
Belderbos, R., Gilsing, V., Lokshin, B. (2011), “Persistence of, and Interrelation between 
Horizontal and Vertical Technology Alliances”, SSRN Working Paper Series (Posted on 
August 8).  
 
Bertrand, O. and M. P. Zuniga (2006), “R&D and M&A: Are Cross-Border M&A 
Different? An Investigation in OECD Countries”, International Journal of Industrial 
Organization, 24(2), pp. 401-423 
 



 

 

IIMA  �  INDIA 
Research and Publications 

Page No. 31 W.P.  No.  2013-02-01 

Bhargava, A., and Sargan, J., (1983), “Estimating Dynamic Random Effects Models from 
Panel Data Covering Short Periods”, Econometrica, 51(6), pp. 1635-1660. 
 
Bhattacharya, M. and Bloch, H., (2004), “Determinants of Innovation”, Small Business 
Economics, 22(2), pp. 155-162. 
 
Blundell R., Griffith R., Van Reenen J., (1995), “Dynamic Count Data Models of 
Technological Innovation”, The Economic Journal, 105(429), pp. 333-344. 
 
Braga, H., and Larry W. (1991), “Technological Imports and Technological Effort: In an 
Analysis of their Determinants Brazilian Firms”, The Journal of Industrial Economics, 
39(4), pp.421-32. 
 
Cagan, p. (1956), “The Monetary Dynamics of Hyperinflations”, in M. Friedman (ed.), 
Studies in the Quantity Theory of Money, University of Chicago press, Chicago 
 
Cohen W., Levin, R., and Mowery, D., (1987), “Firm Size and R&D Intensity: A Re-
Examination”, Journal of Industrial Economics, 35(4), pp.543-565. 
 
Cohen W, and Levin R, (1989), “Empirical Studies of Innovation and Market Structure”, in 
Schmalensee R, and Willig, R (eds.), Handbook of Industrial Organization, Amsterdam: 
North-Holland Inc. 
 
Comanor, W. S. (1967). “Market Structure, Product Differentiation and Industrial 
Research’. Quarterly Journal of Economics, 81(4), pp. 639-51. 

Czarnitzki, D., Toole, A. (2011), “Patent Protection, Market Uncertainty, and R&D 
Investment” Review of Economics and Statistics, 93 (1), pp.147-159. 

Dixit, A.K. (1992), “Investment and Hysteresis”, Journal of Economic Perspectives, 6(1), 
pp. 107-132.  
 
Dixit, A.K., and R.S. Pindyck. (1994), Investment Under Uncertainty, University Press. 
Princeton. 
 
Eisenhardt, K.M., J. A. Martin, (2000), “Dynamic Capabilities: What are They?”, Strategic 
Management Journal , 21(10-11), pp.1105–1121. 
 
Ernst H., and Vitt, J. (2000), “The Influence of Corporate Acquisitions on the Behavior of 
Key Inventors”, R&D Management, 30(2), pp. 105–119. 
 
Fellner, W. J. (1951), “The Influence of Market Structure on Technological Progress”, 
Quarterly Journal of Economics, 65(4), pp.556-77. 
 
Friedman, M. (1957), “A Theory of the Consumption Function”, National Bureau of 
Economic Research, Princeton University Press, Princeton, N.J. 
 
Geroski, P. A. (1990), “Innovation, Technological Opportunity and Market Structure”, 
Oxford Economic Papers, 42(3), pp.586-602. 
 



 

 

IIMA  �  INDIA 
Research and Publications 

Page No. 32 W.P.  No.  2013-02-01 

Girma, S., Yundan, G. and, Holger, G. (2006), “Can you Teach Old Dragons New Tricks? 
FDI and Innovation Activity in Chinese State-owned Enterprises”, GEP Research Paper 
2005/34, Nottingham. 
 
Goel, R.K. and R. Ram. (2001), “ Irreversibility of R&D Investment and the adverse effect 
of  
uncertainty:  Evidence from the OECD countries”, Economic Letters, 71(2), pp. 287-291. 
 
Graham, D., Kaplan, D., and Sibley, D., (1983), “Efficiency and Competition in the Airline 
Industry”, Bell Journal of Economics, 14 (1), pp. 118–138. 
 
Granstrand, O., Bohlin, E., Oskarson, C., and Sjöberg, N. (1992), “External Technology 
Acquisition in Large Multitechnology Corporations, R&D Management, 22(2), pp. 111-113. 
 
Hitt, M. A., Hoskisson, R. E., Ireland, R. D. and J. S. Harrison (1991), “Effects of 
Acquisitions on R&D Inputs and Outputs”, Academy of Management Journal, 34(3), pp. 
693-706 
 
Hitt, M. A., Hoskisson, R. E., Johnson, R. A. and Moesel, D. D., (1996), “The Market for 
Corporate Control and Firm Innovation”, Academy of Management Journal, 39(5), pp. 
1084-1119. 
 
Horowitz, I. (1962). “Firm Size and Research Activity”, Southern Economic Journal, 28(1), 
pp. 298-301. 
 
Jefferson, G. H., Bai, H., Guan, X., Yu, X., (2006), “R and D performance in Chinese 
Industry”, Economics of Innovation and New Technology, 15(4-5), pp. 345-366. 
 
Kamien, M., Schwartz, N., (1982), Market Structure and Innovation, Cambridge University 
Press, Cambridge 
 
Kanwar, S. and Evenson, R. (2003), “Does Intellectual Property Protection Spur 
Technological Change?”, Oxford Economic Papers, 55(2), pp.235-264. 
 
Katrak, H., (1991), “In House Technological Efforts, Imports of Technology and Enterprise 
Characteristics in Newly Industrializing Countries: The Indian Experience”, Journal of 
International Development, 3(3), pp. 263-276. 
 
Kumar, N. (1987), “Technology Imports and Local Research and Development in Indian 
Manufacturing”, The Developing Economies, 25(3), pp. 220-33. 
 
Nagesh, K. and M. Saqib (1996), “Firm Size, Opportunities for Adaptation and In-House 
R&D Activity in Developing Countries: The Case of Indian Manufacturing”, Research 
Policy, 25 (5), pp. 712-22 
 
Kumar, N. (2000), “Mergers and Acquisitions by MNEs: Patterns and Implications”, Economic 
and Political Weekly, 35(32), pp. 5-11. 

Kumar N. and Agarwal, A. (2000), “Liberalization, Outward Orientation and In-house R&D 
Activity of Multinationals and Local Firms: A Quantitative Exploration for Indian 



 

 

IIMA  �  INDIA 
Research and Publications 

Page No. 33 W.P.  No.  2013-02-01 

Manufacturing”, Discussion Paper No. 07/20002, Research and Information System for the 
Non-Aligned and Other Developing Countries, New Delhi. 
 
Kumar, N. (2005), “Innovation Policy in a Globalizing Economy”, The Financial Express, 
June 7. 
 
Levin R. C. (1981), “Toward an Empirical Model of Schumpeterian Competition”, Working 
Paper Series A, No. 43, Yale School of Organization and Management. 
 
Levin R. C., Cohen W., and D. Mowery (1985), “R&D Appropriability, Opportunity, and 
Market Structure: New Evidence on Some Schumpeterian Hypotheses”, American 
Economic Review, 75(2), pp.20-24 

Mani, S. (2009), “ Is India Becoming More Innovative Since 1991?”, Economic and 
Political Weekly, 44(46), pp. 41-51. 

Minton, B.A, and Schrand, S. (1999), “The Impact of Cash Flow Volatility on Discretionary 
Investment and the Costs of Debt and Equity Financing”, Journal of Financial Economics 
54(3), pp. 423-460. 

Mishra, P. (2006), “Mergers Acquisition Market Structure and Industry Performance: 
Experience of Indian Pharmaceutical Industry”, Review of Development and Change, 11(2), 
pp. 135-164. 

Mishra, P. (2007), “Determinants of R&D Efforts: A Study of Indian Manufacturing 
Sector”, Vidyasagar University Journal of Economics, 12, 68-81 

Mishra, P. (2010), “R&D Efforts by Indian Pharmaceutical Firms in the New Patent 
Regime”, South East European Journal of Economics and Business, 5(1), pp. 83-94. 

Mishra, P., Mohit, D., and Parimal (2011), “Market Concentration in Indian Manufacturing 
Sector: Measurement Issues”, Economic and Political Weekly, 46 (49), pp. 76-80. 

Moore, T., (1986), “US Airline Deregulation: Its Effect on Passengers, Capital and Labor”, 
Journal of Law and Economics, 29 (1), pp. 1–28. 

Morrison, S., and Winston, C., (1987), “Empirical Implications and Tests of the 
Contestability Hypothesis”, Journal of Law and Economics, 30 (1), pp. 53–66. 

Mukhopadhyay, A. K. (1985), “Technological Progress and Change in Market 
Concentration in the US, 1963-77”, Southern Economic Journal, 52(1), pp.141-49. 

 
Narula, R., (2001), “Choosing between internal and non-internal R&D activities: some 
technological and economic factors”, Technology Analysis and Strategic Management, 
13(3), 365-387.   
 
Phillips, A. (1966), “Patents, Potential Competition and Technical Progress”, American 
Economic Review, 56(1-2), pp. 301-10. 



 

 

IIMA  �  INDIA 
Research and Publications 

Page No. 34 W.P.  No.  2013-02-01 

Rao, K.S. C. and Dhar, B. (2011), “India’s FDI Inflows: Trends and Concepts” Working 
Paper No. WP2011/01, Institute for Studies in Industrial Development, New Delhi 

Ravenscraft, D. J. and Scherer, F. M., (1987), “Mergers, Sell-offs, and Economic 
Efficiency”, The Brookings Institution, Washington, DC, 

Roller L, Stennek J, and Verboven, F (2006), “Efficiency Gains from Mergers”, in 
Fabienne, I. and Roderick M. (eds.), European Merger Control: Do We Need an Efficiency 
Defense. Edward Elgar Publishing. 

Salinger, M. (1990), “The Concentration-Margins Relationship Reconsidered,” Brookings 
Papers on Economic Activity: Microeconomics, pp. 287-336. 

Sargan, J. D. (1958), “The Estimation of Economic Relationships using Instrumental 
Variables”, Econometrica, 26(3), 393—415. 
 
Scherer, F. M. (1967), “Market Structure and the Employment of Scientists and Engineers”, 
American Economic Review, 57(3), pp.524-31. 
 
Scherer, F. M. and Ross, D. (1990), Industrial Market Structure and Economic 
Performance, Houghton Mifflin Company, Boston. 

Schulz, N., (2007), “Review of the Literature on the Impact of Mergers on Innovation”, 
Discussion Paper No. 061, Centre for European Economic Research, Germany. 

Shumpeter J. A., (1942), Capitalism, Socialism, and Democracy, Harper, New York 
 
Siddharthan, N. S., and K. L. Krishna (1994), “Determinants of Technology Imports: 
Evidence for Indian Firms”, Working Paper E/161/94, Institute of Economic Growth, New 
Delhi. 
 
Sutton, J. (1991), Sunk Cost and Market Structure: Price Competition, Advertising and the 
Evolution for Competition, MIT Press, Cambridge. 

Teece, D.J., Pisano, G., and A. Shuen, (1997), “Dynamic Capabilities and Strategic 
Management”, Strategic Management Journal, 18(7), pp. 509-533. 
 
Veugelers, R., Vanden, P. Houte (1990), “Domestic R&D in the presence of multinational 
enterprises”, International Journal of Industrial Organization, 8(1), pp. 1-15. 
 
Williamson, O. E (1965), “Innovation and Market Structure”, Journal of Political Economy, 
73(1), pp. 67-73. 
 
 
 


