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A Logarithmic Goal Programming Approach to Develop the
Utility Function for Railway Trave

Abstract

A railway passenger faces a dilemma of choosingottst train among several alternatives
available in a particular route. A relative compan of competing railways helps the
passenger to make an informed choice before thalattvel. In this paper we develop a
utility model for railway travel based on a few iorfant attributes. We carry out an analysis
on competing railways for a particular route aniduate the utility score of each railway.

The passengers benefit as they are aware of tagveekranking of a particular train on a
particular route before they make their choice #redrailways benefit as they are able to

estimate the market share of each service usinglnomial logit choice model.
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1. Introduction

Indian Railways, the second largest railways nétwior the world, is facing growing
challenges due to a considerable increase in tirdauof passengers along with an increase
in the number of trains in a particular route. Mway passenger may get several options in
some of the origin destination pairs during hisntjaurney. The challenge is to choose the
best train among several alternatives availablagl® particular route. Though departure
time is an important attribute that influences dway travel decision it is not the only
important factor. While making a choice he haswale@ate all the available options across
several important attributes influencing his trawscision. In this scenario, a relative
comparison of available trains in a particular eoig of great importance to a passenger.
Passengers’ preference mode along a particulae ead helps the railways to offer better
services to its passengers. In this paper, we dp\aelitility function for railway travel where
we identify and compare the attributes important fmlway travel and make a relative
comparison among the available trains in a padricidute.

In short, we attempt to find out,

a) the important attributes that a railway passemgdooking for when he/she is making
his/her travel decision

b) the relative weights of the various attributes

c) a common framework where trains sharing a comnooite offering similar passenger
choice, can be ranked

d) the choice probability of selecting a particutain along a particular route.

To address the above questions, we design a lutédy model which is based on a Multi
Criterion Decision-making Approach (MCDA) and a laoghmic Goal Programming
Method (LGPM). While much work has been done ondheice probability of competing
railways, it is unlikely that any such study hagménitiated on the development of a utility
function for a railway travel based on LGPM. Instlaispect, ours is probably the first attempt

to develop a utility function for the railway traivusing LGPM.

The paper is organized as follows. In section 2gwe a brief review of existing literature
and section 3 outlines our proposed LGPM model.ti@ecd talks about the research

methodology of our study. In this section we previd detailed description of the data
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collection process and the implementation of the?Mcmodel with a small sample and a
large data set. Section 5 discusses the resuttsrahodel and finally section 6 concludes our

paper with possible extensions from our study.

2. Literature Survey

A considerable amount of literature is availablegha context of railway passenger choice
behaviour in various journals. The railway choigeljperm can be considered as a multi
criteria decision making problem. Satty (1980) akckel and Satty (1983) develop the
Analytic Hierarchy Process (AHP) to address theswlsk of problems. AHP basically
generates priority point vectors from pair wise pamson matrices. Researchers apply
various methods to find the importance of differettributes that influence the choice
pattern of the railway travel. Regression analyssural network and multinomial logit
choice model are worth mentioning in this context.

Beko (2004) examines the elasticities of demandfdniic railway services in Slovenia. He
employs the ordinary least squares (OLS) approadhfiads that the coefficient of income
elasticity of demand is below unity; this impliést an increase in the fares would lead to an
increase in the revenue for the railways. Akiyamd @kushima (2009) make an attempt to
explore the relationship between urban public partsuse and urban activities across age
groups. They apply regression analysis and theaheetwork model and conclude that there
are substantial differences in the travel pattemoss different age groups with the middle
aged comprising the majority of railway passengers.

Johnson and Nelson (1991) develop a multinomiait logoice model along with stated
preference data to forecast the effect of changéise attributes of utility function in a long
distance Australian rail. They conclude that th@novement in entertainment facilities and
increase in the reliability, and decline in reséiova time would enable the railways to
increase its non business travel market sharengatilogit model may over/under predict the
impact of choice behaviour. Hence Manéehl. (1997) design a Box-Cox logit model to
study the mode choice by individuals. They findttBax Cox transformations capture the
diminishing marginal values of time savings in tase of long and short haul journeys.

The multinomial logit choice model assumes the épehdence of irrelevant alternatives”
(I1A). Bhat (1995) develops a Heteroscedastic Eneré/alue (HEV) model by subduing this

|
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property of MNL. He captures the effect of the éetient of railway services on business
travel in the Toronto-Montreal corridor. He findsat the MNL overestimates the increase in
the rail share and underestimates the declineenntin rail share vis-a-vis the HEV. The
HEV model envisages an unequal decline in shamessoon rail modes.

Khedheret al. (1998) elaborate how the Societe Nationale des @isene Fer Francais
(SNCF), jointly with  SABRE Technology Solutions Hudecision support systems to
compete with airlines. These modules are RailRé&idymanagement), RailPlus (schedule
planning) and RailCap (capacity managemeRgilCap adjusts the capacity of a train and
RailPlus designs a base schedule evaluating podiiyaand feasibility. RailRev estimates
the total market size using the elasticity of pricavel time, and frequency of trains. Then it
allocates the aggregate demand among the competimg by a MNL.These systems
generated 110 million francs of additional revepaeyear and effectively reduced operating
costs.

In this paper, we make an attempt to build a wtilitnction for railway passengers using
MCDA andthe Logarithmic Goal Programming (LGPM) model. Brysardaloseph (1999)
developed the Logarithmic Goal Programming modeicivlyenerates the group consensus
priority vectors from individual priorities. Duttet al. (2009) apply these methods to the
insurance domain and develop a utility function fiée insurance buyers in the Indian
market.

Studying the exhaustive literature, we find thabhably no work has been done on the
development of a utility function of the railwayatel based on the Logarithmic Goal
Programming Model in the Indian context. This mates us to initiate a study into the
identification of the factors that contribute te ttievelopment of a utility model for an airline
travel. We use a multinomial logit model [Luce a8dppes (1965)] to derive the choice

probability of a particular railway.

3. The Logarithmic Goal Programming Model

In this paper we apply the logarithmic goal prognsimg model to develop the utility

function for the railway travel. For a detailed destion of the model, the reader is requested
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to refer to the paper by Bryson and Joseph (1988)tlae AHP methodology developed by
Satty (1980) and Aczel and Satty (1983). The wtflinction U(X) is defined as follows:

U(x)=ax+e — ()

where,
ix level of parameters/criteria i important foripglselection
w; = the relative importance (weights) assigned &oftrcriteria.

We want to find out the weights {massociated with each attribute through LGPM [Brys
and Joseph (1999)]. For a detailed descriptiom®imodel the reader is requested to refer to
the Appendix.

4. Research Methodology

In this section we explain the research methodolofpur study. We describe our data
collection process with a sample questionnaire ha first subsection. In the second
subsection we explain our model with a small sangid then implement it in AMPL

[Fourer et al. (1993)] as it is difficult to implent a large scale optimization model in the

Excel solver.

4.1 Data Collection

We study a railway route between a metro and a metio in India and conduct a survey to
examine the importance of the various attributgsoirtant for the railway travel.
We conducted interviews of 114 respondents anddidbat 12 were outliers. So we carried
out our analysis with 102 respondents. There aeettrains that run between the particular
sector and we code them ag R, and R.
We design a questionnaire that consists of thrgermsactions. The first section covers the
personal and travel details of the passenger. if$tesection also includes passenger details
such as name, age, gender, occupation, incomegyuapdse of visit. The second section
includes the attributes important for the railwegvel. We choose a scale of 10-90 to rank

the attributes where ninety is the most importanat &n is the least. Given the scale,
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passengers were asked to rank the attributes tiafigbe importance of each of these in
their decision making process. These attributegjiaen below with their abbreviations.
. Passenger Fare (PF)

. Departure time (DT)

. Duration of the journey (DJ)

. Frequency of a particular train (F)

. Delay in departure/arrival time (DE)

. Number of stoppages (NS)

. Difference between desired and actual time émadture/arrival (DD)

. Availability of Tickets (AT)

. Service (S)

© 00 N oo o~ W DN P

The third section of the survey involves the ragkaf the existing trains on a scale of 1-10
along the attributes where ten is the most suitanlé one is the least preferred for a
passenger. With the help of the weights and sgetivels of the attributes, we develop a
linear utility function for railway travel and agsi a score to each train such that a passenger
can compare the trains sharing a common routeh&uvte derive the choice probability of
the competing trains using the multinomial logibe model [McFadden (1980), Luce and
Suppes (1965), and Luce (1959)].
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4.2 Model Implementation with a Small Sample

We implement our LGPM with a small data set withré§pondents and 9 attributes. We
request our reader to refer to the Appendix forftileversion of the model.

From the sample survey we have the responses sépgears on different attributes. In table

1 we give the responses of 10 passengers.

Table 1: Passenger Responses for a Small Sample

Respondent | PF DT DJ F DE NS DD AT S
1 90 80 70 80 85 80 89 90 91
2 80 70 50 60 90 91 80 89 90
3 10 40 50 30 70 30 80 80 90
4 70 60 80 80 90 80 70 90 50
5 80 50 70 40 90 60 80 90 90
6 70 80 70 90 89 80 70 90 70
7 89 80 90 91 90 80 70 80 70
8 20 80 40 80 90 70 80 60 90
9 80 90 91 90 89 90 92 90 88
10 90 90 90 30 70 80 90 90 70

We compute an tijamatrix for each respondent on each attribute. P@mple the first
passenger (t=1) gives 90 and 80 on PF (i=1) and (BZ) respectively. So 'a =
90/80=1.125

We present thejamatrix for 10 respondents in table 2.

Table 2: Part Computation of a'; Matrix

Respondent | a;, ai3 aiq ais aie a1z aig aig

1.125(1.285| 1.125| 1.058| 1.125| 1.011| 1.000| 0.989
1.142| 1.600| 1.333| 0.888| 0.879| 1.00| 0.898| 0.888
0.250| 0.200| 0.333| 0.142| 0.333| 0.125| 0.125| 0.111
1.166| 0.875| 0.875| 0.777| 0.875| 1.000| 0.777| 1.400
1.600| 1.142| 2.000| 0.888| 1.333| 1.000| 0.888| 0.888
0.875| 1.000| 0.777| 0.786| 0.875| 1.000| 0.777| 1.000
1.112(0.988| 0.978| 0.988| 1.112| 1.271| 1.112| 1.271
0.250(| 0.500| 0.250| 0.222| 0.285| 0.250| 0.333| 0.222
0.888| 0.879| 0.888| 0.898| 0.888| 0.869| 0.888| 0.909
1.000| 1.000| 3.000( 1.285| 1.125| 1.000| 1.000| 1.285

OO INO|U|A~WINF

=
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Our next step is to consider the optimal valuesna vfrom the Excel Solver and compute

the values of ‘g (vilv)).

In table 3 we provide the;&(vi/v;) matrix for of 10 respondents.

Table 3: Part Computation of a\* (vi/v;) Matrix

Respondent

12

13

14

a5

16

17

s

A9

1.125

1.285

1.125

1.191

1.125

1.033

1.125

1.088

1.142

1.599

1.333

1.000

0.879

1.022

1.011

0.978

0.250

0.200

0.333

0.160

0.333

0.127

0.140

0.122

1.166

0.874

0.875

0.875

0.875

1.022

0.875

1.540

1.600

1.142

2.000

1.000

1.333

1.022

1.000

0.978

0.875

0.999

0.777

0.884

0.875

1.022

0.875

1.100

1.112

0.988

0.978

1.112

1.112

1.299

1.251

1.398

0.250

0.499

0.250

0.250

0.285

0.255

0.375

0.244

0.888

0.879

0.888

1.011

0.888

0.888

1.000

1.000

OO INO|U|R~|WINF

=

1.000

0.999

3.000

1.446

1.125

1.022

1.125

1.414

Next we compute the values of tH@rpatrix. We calculate theti,-pmatrix considering the fact

that

If a*(vilv)) >1 then fj = a*(vilv) else fj = 1
In table 4 we provide théjpmatrix for 10 respondents.

Table 4: Part Computation of p'j Matrix

Respondent

i

13

Ay

a5

16

iy

dig

dig

1.125

1.285

1.125

1.191

1.125

1.033

1.125

1.088

1.142

1.599

1.333

1.000

1.000

1.022

1.011

1.000

1.000

1.000

1.000

1.000

1.000

1.000

1.000

1.000

1.166

1.000

1.000

1.000

1.000

1.022

1.000

1.540

1.600

1.142

2.000

1.000

1.333

1.022

1.000

1.000

1.000

1.000

1.000

1.000

1.000

1.022

1.000

1.100

1.112

1.000

1.000

1.112

1.112

1.299

1.251

1.398

1.000

1.000

1.000

1.000

1.000

1.000

1.000

1.000

1.000

1.000

1.000

1.011

1.000

1.000

1.000

1.000

OOV INO|UIA~WINF

=

1.000

1.000

3.000

1.446

1.125

1.022

1.125

1.414

Similarly we calculate the'gvalues and take their logarithmic forms to find digective

function and constraints of the LGPM.

W.P. No. 2013-09-06
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The optimal normalized solution from the small séangsing the Excel Solver is given in
table 5.
Table5: Optimal Solution for the Small Sample

PF DT DJ F DE NS DD AT S PF
0.115| 0.115| 0.115] 0.115| 0.102] 0.115| 0.112] 0.102| 0.104| 0.115

4.3 Model Implementation for a Large Data Set
We employ LGPM on 102 respondents with 9 attribufesit is a large scale optimization
problem it is difficult to implement on the Excebl8er. Weights of the attributes are the
decision variables. We implement our LGPM in AMPEofrrer et al. (1993)ith the
CPLEX 11.2 solver. The advantages of AMPL are Hevis:
a) It expresses algebraic notations of large soptemization models in a very concise
way
b) It is model data independent
c) It is model solver independent
d) It minimizes modeling errors through an exhawsérror checking process
e) It deals with a number of optimization problesisch as Linear Programming,
Network, Mixed Integer Programming, Quadratic Pamgming, Non Linear
Programming etc.
For a detailed discussion of model implementati@nreader is requested to refer to the
paper by Duttat al. (2009).

5. Results
We implement our LGPM in AMPL and the weights ofieas important attributes are given
in table 6.

Table 6: Weights of the attributes

Attributes Weights
Passenger Fare (PF) 0.0979
Departure time (DT) 0.1144
Duration of the journey (DJ) 0.1133
Frequency of a particular train (F) 0.1081

|
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Delay in departure/arrival time (DE) 0.1144
Number of stoppages (NS) 0.1086

Difference between desired and actual time| for1138

departure/arrival (DD)
Availability of Tickets (AT) 0.1149
Service (S) 0.1144

So the linear utility function of the railway trdwean be written as follows

U(X) = 0.0979 * PF + 0.1144 * DT + 0.1133 * DJ 41081 * F + 0.1144 * DE + 0.1086 *
NS + 0.1138 * DD + 0.1149 * AT + 0.1144 * Sg# —-mmremmrmmmemmemmeemmecmencee )

For a railway travel in the Indian context, tickeilability is the most important attribute
followed by departure time, delay in departurelalriand service. Passenger fare is the least
important attribute followed by the frequency oé tinain and the number of stoppages during
a journey.

We apply our LGPM to the sample data set for varidusters like age, gender, occupation,
income, and purpose of visit. We calculate the sbascy indicators for all the clusters and
list them in table 7 with their number of respontden

Table 7: Consistency Indicatorsfor Different Clusters

Consistency Number of
Clusters Indicators Respondents
Age
Less than 25 0.2303 25
25 to 45 0.2839 51
Above 45 0.3084 26
Gender
Male 0.2961 87
Female 0.1798 15
Occupation
Student 0.2126 11
Private sector employee 0.2498 20
Government sector
employee 0.2786 32

|
W.P. No. 2013-09-06 Page No. 11



IIMA e INDIA
I

Research and Publications

Self employed 0.3241 28
Retired 0.2675 4
Others 0.1945 7
Income

<10000 0.2464 13
10000 - 20000 0.2381 8
20000-30000 0.28338 20
30000-40000 0.217b 17
40000-50000 0.3776 11
50000 and above 0.289 33
Purpose of visit

Official 0.2992 57
Personal 0.2563 45

The consistency indicators do not differ much Inetré are significant differences between

them. So, the weights can be employed in an agtivegaanner, not for different clusters.

We make a relative comparison of these trains ¢ipgralong a particular route on the basis

of the weights of the attributes with their spestifievels. The utility score is given in table 8.

Table 8: Utility Score of the Competing Trains

PF DT DJ F DE NS DD AT S Score
Weights | 0.0979| 0.1144| 0.1133| 0.1081| 0.1144| 0.1086| 0.1138| 0.1149| 0.1144
R1 7.5347| 7.3663| 6.7525| 8.3267| 6.7624| 5.3366| 6.9010| 7.0396| 6.2376| 6.9064
R, 5.5446| 7.8218| 8.9208| 8.7228| 8.7327| 8.9109| 8.7228| 7.0396| 8.5545| 8.1381
Rs 6.3762| 6.7822| 6.5050| 5.3168| 6.6238| 6.8317| 6.2475| 6.5743| 6.2574| 6.3937

It is evident from the table thatRas the highest utility score followed by &d R. So R

is the most preferred option for a passenger onpidwdicular route.

As these alternatives are mutually exclusive foailmvay passenger for that particular route

we calculate the choice probability using the nmalithial logit choice model [McFadden
(1980), Luce and Suppes (1965) and Luce (1959)]talie 9 we provide the choice

probability of the competing trains.

W.P. No. 2013-09-06
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Table 9: Choice Praobability of Competing Trains

Airlines | Probability
Ry 0.1990
R, 0.6819
R3 0.1192

R» has a 68% probability of selection followed byddd R. So given the options ofiRR;

and R a passenger will always prefes &ver all the other alternatives.

6. Conclusion and Extension

We consider the important attributes for the rayiw@vel and determine their weights with
LGPM. This is probably the first attempt to devebpfinear utility function for the railway
travel using LGPM. The model simplifies the sitaatof multi criteria decision making by
estimating the relative importance of each atteldot a railway passenger. Once the relative
importance of each factor is estimated, the lirselitive model is used to get a single utility
score for each train. This result will help passgado make their choices more efficiently by
looking at the utility score for each train priordctual travel. This study can be extended to

other routes of Indian Railways as well as foretiint sectors like airlines.

|
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APPENDIX

LOGARITHMIC GOAL PROGRAMMING MODEL

In a goal programming model, we consider over agment and under achievement as
decision variables. We minimize the logarithmstait product to achieve our desired goal.

We explain the sets, index and parameters requnrgte model

| = set of first criterion | = (1,2,3, i....Imax)ndexed by i

J = set of second criterion J= (1,2,3 ..j..Jmarglexed by |

L = Link or pair of criteria (i,j) where il land jOI J j#i

T = set of decision makers indexed by t, T = (1,.2,..Tmax)

ati,- = the ratio of the response to tHe attribute with respect to the response for fhe j
attribute for the'f respondent, where® T and (i,j)0 L

P = the value generated by the methodology useHigwtork for a given respondent t for
the pair (i,j) where 0 T and (i,j)0 L.

d = avalue generated by the methodology used &wibik for a given respondent t for
the pair (i,j) where &1 T and (i,j)00 L

v; is the decision variable of the LGPM (not normedi}

w; is the normalized decision variable or the wemfidifferent attributes

LGPM generates a group mean priority point vecter (Wi, Wo, ..., Wy) in such a way that
the difference between the ratioifw) and the decision-makers specifiégl ia minimized
for each pair of criteria ‘i and ‘j’. N is the dawalue of Imax.

We define two real number§ p 1, dj> 1 such that
wiw)* Yy =d;, e 1)
where ) and ¢; both cannot be greater than 1.

If p'j < 1, then we substitute the computed value byisk, we retain the computed value of
{

Pij-
Another case is'p= dj = 1 which implies that (Mw;) = &,

|
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q>1 implies that (ww;) > &;, and f3; > limplies that (wWw;) < &;.

So the estimates given by the decision-maker &'amsistent if = dj = 1 for each pair of

criteria ‘i’ and j’, otherwise inconsistency ocajrand our goal is to minimize the product
[Tieil Ties Pyl

According to Aczel and Satty (1983), we should oot only on each pairwise comparison

but on the entire set of decision makers. So oablpm is to minimizg [wet [ie[lie @) o
LPdl

In the transformed problem we minimize the follogiimear goal programming model

where the decision variables are the un-normakNsstors (Y, v, ..., W).

Minimize Z:In(H):(%jZIn(et) ..................... 2)
subject to

In(v) —In(v) + In(Py) = In(dy) = In(d;) O tOT; (L )OL  -mmemmmmemmmemees ®3)
(LS (inlp)em)-mfe)=0 o tor @

where K = N*(N-1); | = {1,2,....N} and all variablesre non-negative

By solving the model we will get the un-normalizesttor v = (v, Va, ..., W), which will be
normalized to give our normalized consensus pyigoint vector w = (W, W, ..., W)
where (Wv;) = (w/w;) for each (i,j).
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