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Abstract

Ad hoc peer-to-peer mobile phone networks (phone MANETS) enable cheap village level
telephony for cash-strapped, off-the-grid communities. Broadcasting is a fundamental operation
in such manets and is used for route discovery. This paper proposed a new broadcast technique
that is lightweight, efficient and incurs low latency. Using extensive simulations, we compare our
proposed technique to existing lightweight protocols. The results show that our technique is

successful in outperforming existing lightweight techniques on the criteria that are critical for a
phone-MANET.
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1. Introduction

Ad hoc peer-to-peer mobile phone networks haventgcbeen proposed as an alternate means for gillag
level telephony. In these networks, specially giesil mobile phones can directly communicate with on
another. More interestingly, these phones can séhtarmediaries — routing calls between two phones
that are out of range from each other. Hence, lea@n of such phones can form an ad hoc network
among themselves, without the need for base stationy other centralized infrastructure. Forotm
and rural regions in developing countries that €altside the grid of cellular towers, this techmgio
provides an alternate and cheap mode of teleph@hgse mobile phone networks can also prove useful
in disaster relief operations when the default telagesed connectivity is disrupted. Such networks lva
considered a special case of the well-known MANEM®bile Ad Hoc Networks), where sensors,
laptops, PDAs and other mobile devices form ad hetworks. We term these networks as phone
MANETS - emphasizing the role of the mobile phond &oice connectivity.

To our knowledge, at-least two current projects exgloring technologies similar to a phone MANET,
with the aim of providing cheap telephony to depéig regions — the Serval Project [1] and Terraldet,
Swedish telecom company [2].

In the Serval project which uses 802.11 wireleshrielogy (commonly known as Wi-Fi) to construct an
ad-hoc IP based network, specialized software sl tis ‘Manet-enable’ any off-the-shelf mobile phone
The Serval experiments show that phones can laeld@ few hundred meters away from each other,
and end-to-end voice quality can be sustained girdive intermediate hops. TerraNet phones on the
other hand contain special proprietary hardware éhables two phones to talk to each other diréttly
they are within a kilometer of each other and agwpssedly route calls through seven intermediagsho
beyond which the voice quality becomes inadequate.

A fundamental operation in ad-hoc networks is boaating, (one node in the network sending a message
to all other nodes) and is chiefly used as pathefrouting protocol for route discovery. The siegbl
broadcasting algorithm is flooding, where each niodibe network forwards each message exactly once
to all its neighbors. It is easy to see that insgdenetworks, flooding will lead to a lot of reduntla
messages and high inefficiency. The extra messhggsscarce resources like power and bandwidth,
sometimes leading to extreme congestion and a piemeon that is popularly known as the “broadcast
storm problem” [3]. Efficient broadcast techniqukat reduce the number of redundant broadcasts and
alleviate the broadcast storm problem are esseftiahn ad-hoc network to function well. Since a
MANET is a purely distributed network which comgssentirely of independent nodes, the broadcasting
technique should be totally distributed as wellisTineans no centralized entity or infrastructure ba
assumed to orchestrate any of the broadcast desisivhile a number of distributed broadcast
technigues for ad-hoc networks have been propas#tkipast, in practice, many routing algorithnilé st
use flooding as their broadcast technique adliteisimplest to implement.

An important function for phone MANETS is to proeidvillage telephony for remotely situated
habitations with very limited purchasing power. derit is imperative that the hardware used shoald b
affordable for the poor. This implies that the basiodel of a mobile-phone which is very popular in
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developing countries, with its limited memory, leagtand CPU power should be able to take partéh su
networks. Hence phone-Manets require a broadca$iigue that apart from being efficient, is
lightweight and simple since it will be deployed dmasic, resource constrained mobile devices.
Lightweight techniques can be defined as thosekbap the bandwidth and computational overhead as
low as possible. Another desired characteristi¢dhef broadcast technique is that it should incur low
latency (end-to-end delay in relaying a messag®&esthe application in question (real-time audm) i
highly sensitive to small amounts of delay.

An exhaustive literature survey revealed that nointhe existing MANET broadcast techniques satisfy
all the above mentioned qualities. To that end; fi#iper proposes a new broadcast technique degigned
meet all three goals of efficiency, light weightdalow latency. In our approach, each node usespl-ho
neighborhood knowledge to gauge the local densitythe network and uses that information to
independently decide whether to re-broadcast aagesdJsing extensive simulations, we compare our
proposed technique to existing lightweight broatidashniques. Our experiments show that in most
cases, our mechanism is as effective or bettezdnaing the number of redundant broadcasts asettte b
performing lightweight techniques while simultansiyuensuring that the latency incurred is lowemtha
the best lightweight techniques.

The rest of the paper is organized as follows: éati®n 2 we discuss related work and limitations of
existing broadcast technique. Section 3 detailspooposed broadcast technique and a descriptitimeof
different broadcast techniques that it was evatuatgainst. Section 4 contains the system model and
simulation set-up used for our experiments. Saclioccontains the results of our experiments and its
implications for the design of a phone-MANET. Wenclude in Section 6.

2. Related Work

The primary goal of a MANET broadcasting algoritisrto reduce the number of re-broadcasts without
significantly compromising on its reachability. &condary goal is to ensure that end-to-end tramsfer
messages is speedily achieved by keeping a chettiedatency incurred at each hop of the message.

Broadcasting techniques in the literature can byobhd classified as lightweight and non-lightweight
techniques. Lightweight techniques typically usealoknowledge at a node to decide whether to re-
broadcast a message. Since lightweight technigsesery limited information, they are not as et
and cannot guarantee the same amount of coverdgehasgques that use more sophisticated calcukation
Well known lightweight broadcast techniques inclutoding [4],[5], fixed probability [3], [6] and
counter-based schemes [7], [8]. As the name impirefixed probability, all the nodes in the netiyo
rebroadcast messages according to a pre-deterrpirmdschbility. This obviously is not optimal for a
network with varying densities at different locau$o

In counter-based schemes, each node keeps trabk diuplicate messages it receives. If the number o
duplicates exceed a threshold within a certaindefined interval called the RAD (Random Access
Delay) time, then the message is dropped, elseré@-broadcast. The intuition behind counter-bas¢al
have less nodes broadcasting in dense parts ofigtveork and more nodes broadcasting in sparser
regions. The next section describes all three podédn detail.

T
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Zang and Agarwal [9] propose a hybrid of countasdd and probability called Dynamic Probability,
which tries to incorporate the advantages of bioted-probability and counter-based. Dynamic
probability is expected to incur less latency ampared to counter-based techniques but at the Sarae

be able to adapt to the local network topology. Eesy, Zang and Agarwal [9] do not compare the
performance of their proposed technique with thenter-based protocol — their work only compares
Dynamic Probability to Flooding and Fixed-ProbabilHence, it is difficult to judge the veracity thfeir
claim that Dynamic Probability works better thernu@ter-based techniques. We try to address thidgap
comparing Dynamic Probability to Adaptive Probabiliour proposed technique) as well as the Counter-
Based scheme and the fixed-probability scheme.

Huang et.al. [10] propose two lightweight broadctesthniques — Hop Count Aided Broadcasting
(HCAB) and Self-Adaptive Probability Broadcastir®AFPB). HCAB uses the hop-count information of
received packets to decide whether to re-broadcastssage. HCAB uses a RAD timeout in its algorithm
which introduces additional latency at each hopdeeing it unsuitable for real-time audio applioas.
SAPB keeps track of the number of duplicate messag®de receives and uses this along with thalsign
strength of the received messages to decide whathmmadcast a message. An accurate estimation of
signal strength requires specialized hardware wisi¢hpically not available on low-end mobile phene
Hence, SAPB cannot be considered a good candidagertiral phone-MANET.

Non-lightweight schemes can be further classifeg@asition—based and neighbor-knowledge based.

Position-based schemes [11][12][13] [14] use GPBK& Positioning Systems) or similar technology t
determine the exact position of nodes from whiclssages are sent. A node uses these coordinates to
estimate the additional area coverage that wilatldeved if it re-broadcasts a message. Locatisecda
schemes are quite efficient in pruning the numberedroadcasts. However, as mentioned eatrlier, our
application of a phone-MANET needs to operate om-éond phones without extra features, hence
prohibiting the use of GPS technology for the bozesd solution.

Neighbor-knowledge schemes [15-21] typically useop-neighborhood knowledge and generally can
guarantee better coverage than the lightweightrsebedescribed earlier. However, the overhead of
maintaining accurate 2-hop neighbor knowledge imabile network with changing topology is high.
Each node maintains a list of all its neighbors padodically broadcasts this list to all its neigins. This
ensures that every node knows the 2-hop networldagyg centered around itself. This knowledge is
then used by non-trivial algorithms to decide whiddes should re-broadcast a message. Neighborhood-
knowledge schemes may generate significant overbredlde mobile devices as well as on the network.

More recently, 1-hop neighbor techniques [10], [i&8Ye been proposed, which try to incorporate dst b
of both worlds. 1-hop techniques use knowledge ablyut a node’s immediate neighbors and promise
greater efficiency than the traditional lightweigathniques. They also incur substantially lesstuaed
when compared to 2-hop techniques, making themigimogicandidates for a phone MANET.

1-hop technigues can be classified as sender @ivercbased, depending on who makes the re-
broadcasting decision. In sender based 1-hop teebsi[10], [18], the broadcasting node decides kvhic

of its neighbors should also broadcast the mesJageable this, the list of rebroadcasting nodeslided

to each message and hence the message size aasedramatically [18], creating additional network

T
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overhead. Khabbazian and Bhargava [18] also proposeeiver-based technique which uses the location
of a node in its re-broadcasting decision. Sin@e uke of GPS is not a viable option for rural phone
MANETS, this technique proves unsuitable. Additibrboth techniques (send and receiver based) use a
RAD timeout which introduces additional latencyttie message transmission.

The phone MANET investigated in this paper neediglaweight technique that is efficient, simple to
implement, has low latency, adequate coverage,qaitkly adjusts to topology changes. None of the
existing broadcast techniques (as analyzed abaul) &ll these required criteria. To that end, we
propose an adaptive probabilistic technique (adagirob) that uses 1-hop neighbor knowledge bus doe
not utilize a RAD component. We compared the perfoce of our broadcast technique to four other
lightweight techniques — flooding, fixed-probabjlittounter-based and dynamic-prob. The next section
contains a detailed description of all the techagjevaluated in our experiments.

3. Protocols under Evaluation

We evaluated five lightweight protocols in this pagdlooding, fixed probability, counter-based, dymic
probability and our proposed technique — adaptirabability. We now describe these five protocold an
highlight the relative advantages and disadvantafjeach design.

Flooding [4], [5] is the simplest technique where a message is tmetby all nodes in the network, but
only the very first time that the message is remgiwVith flooding, the number of rebroadcasts exjtred
number of nodes in the network minus one (the sjufelooding ensures that every node receives the
message, but in dense networks, redundant messagesause congestion, leading to dropped packets.
We include flooding in our evaluation as the baaee¢ other broadcast protocols should reduce the
number of re-broadcasts, though there might badetff in the reachability.

With the Fixed Probability technique, each node relays a broadcast messafjeawire-determined
probability with the goal of pruning the re-broasisa Tseng at.al. and others [3], [15] demonstrdtatia
probability of 0.65 is the optimal value for a reddcast in most networks. As mentioned earlier, to
ensure adequate reachability, sparse networksreequbre nodes to re-broadcasting the message as
compared to a dense network. Hence a fixed rebastidg probability is not globally optimal for a
network which has dense clusters along with spaeggons. Methods like counter-based that adafitdo
local density of the network hold more promise.

The Counter-based technique [22] tries to estimate the local densityhe network by keeping track of
the number of duplicate messages received at a fib@entuition behind the counter based technigue
that there is an inverse correlation between thahbmu of duplicate messages a node receives and the
chance that a re-broadcast will reach additional medes. When a node receives a new message gt wai
for a certain amount of time called the Random Assent Delay (RAD) before rebroadcasting the
message. During the RAD time, it counts the nundfetuplicate messages received. If the number of
duplicates for the message exceeds a pre-defineshibld the message is dropped, else it is re-basad
The key to the counter-based approach is the thigtshlue that is selected. Tseng et. al. [22]dititht a
threshold value of 3 or 4 is successful in savirapynbroadcasts. They also find that in sparser orésv

a threshold value > 6 is not successful in saviagyrbroadcasts.
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While the counter-base approach is lightweight gnide successful in decreasing the number of re-
broadcasts, it introduces an extra delay at eaphblyoway of the RAD. This increases the end-to-end
latency of a message transfer which is not desir&d delay-sensitive applications like voice calls
audio streams.

The Dynamic probability approach proposed by Zhang and Agarwal [9] consbitiee probability
approach with the counter-based scheme, in an pttttamsave redundant messages without incurring
extra latency. Their approach is the best candidatéound for our application — a lightweight prool
that incurs low latency. However, there are sonasvbacks to this approach that we highlight shortly.

The dynamic probability technique counts the nundfeedundant messages received at a node and uses
that as an estimate of the network density (nunobe&righbors) around that node. Each node stafts of
with a pre-determined probability P, which is iresed or decreased gradually according tgéhesi ved

local density of the node. A counter C is maintdifar each duplicate message that is receivechatia.

If C exceeds a threshold then the value of P ieamed by a small constant d. Similarly, if theenddes

not receive any duplicates for a time intervalhert the probability value P is decreased by a small
constant d1. There are fixed upper and lower bo@idand R for the probability.

The choice of the values of t (time interval fbecking for duplicates) and P (initial probabiligfe both
crucial for the functioning of Dynamic Probabilignd are difficult to accurately estimate. Zang and
Agarwal [9] propose that the average density ofniigvork be calculated and used for deriving thigain
value of P. We see some limitations to this apgio&arst, the optimal value of P will change acdogd

to the topology of the network. The goal of thetpeol is that at equilibrium state, the optimaluabf P

will be reached at each node. But if, as we expgbet,network topology constantly changes, then each
node will constantly keep trying to adjust its \@lof P, but never really manage to reach the optima
value.

Secondly, in the Dynamic Probability approach, vhkie of P is adjusted for every unigue broadcast
message. In the event that multiple broadcast rgess@rom different sources) are travelling in the
network simultaneously, the adjustments of P caydd inflated. Consider the following scenario :
suppose a node A receives the Cth duplicate ofagesst and C is greater than the threshold value.
Hence A adjusts the value of P by decreasing ithgyconstant d. Now suppose it receives the Cth
duplicate of message JVit again decreases the value of P by d. Considecase when multiple unique
messages are simultaneously broadcasted in thenketiie value of P will quickly reach,Rhe lower
bound and stay there.

We now propose ouAdaptive Probability technique which is uses a node’s 1-hop neighbathoo
knowledge to set the probability of re-broadcastiRy at each node. Recall that 1-hop neighborhood
knowledge techniques have substantially lesserheaels when compared to 2-hop techniques, but come
with the advantage of greater efficiency than thditional lightweight techniques.

T
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Each node periodically sends a short ‘hello’ beatmall its neighbors. The beacon only contains the
identity of the node and nothing else and henceesnegligible overhead. Each negentains a count

of its number of neighbors (from the beacons received), and periodically adjusts the value of P as
follows:

P =1 'M>1
= lfN_

M o M
=3 if N<1

Where N is the number of neighbors of a node
and M is thendity threshold.

The adaptive probability protocol works as followsa node has less than M neighbors then a new
message is always re-broadcasted. If a node hasr Mhase neighbors, then the probability of
broadcasting is inversely proportional to the nundfeneighbors. Thus, in sparse regions of the adtw

all nodes rebroadcast the message and densetter dfinodes, lesser the number of broadcastetisinwi
that cluster.

In our experiments, M is initially set to 6, accogl to the findings in [22], which show that to ars
sufficient reachability, a node with 6 or less iigrs should in general be allowed to rebroad&flst.
also experiment with other values of M, to judge $lensitivity of Adaptive Probability to the parasre

In Adaptive probability, unlike Dynamic probabiljtyve do not need to hope that the value of P will
eventually converge to the desired value. By nadnitig accurate information about the number of
neighbors of a node, P is already at the desirbteva his accurate estimation of the value of P @®m
with a slight overhead in terms of the ‘beacon’ sagg used for finding the number of neighbors.

Consider the following village scenario: multipledes from a dense cluster move away to sparser
regions of the network (say the weekly village rimegghas just broken up), Dynamic Probability wélke
substantial time to adjust to the new topology, netes Adaptive Probability should immediately bkeab

to detect that nodes now have lesser neighborénanease the value of P instantaneously. We willst
this and other hypothetical scenarios in our sitimta.

4. Systems model and Simulation Set-up

We have built a discrete-event simulator in C mimdel an ad-hoc network of individual mobile desgice
Each node in the network is identical in terms obgessing-speed and wireless range. Broadcast
messages originate at randomly chosen nodes edtthef one per clock cycle for a total of 100 rages

per simulation run. Each broadcast message isotizhl size. During each clock cycle, a node chéisk
incoming queue and processasmessages from the queue. If the message is a diglithen it is
dropped. Otherwise, a decision to re-broadcastap the message is made, according to the broadcast
algorithm being tested. If the message is re-brasidall nodes within the range of the broadcaster

W.P. No. 2011-12-05 Page No. 8
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receive the message in their incoming queue. F@Ailaptive probability protocol, nodes periodically
broadcast beacon messages containing only theititgleThese beacons are never rebroadcast. Siece t
beacon messages are extremely lightweight, we tiomadel their overhead.

For most of the experiments, nodes are randomlgeplan the network area. For one particular
experimental scenario concerning networks of varyopology (explained in the following section), we
create networks of non-uniform density. In the entrversion of our simulator, nodes are static.l&db
contains the various simulation parameters usediirexperiments.

Table 1: Simulation parameters used in study

Simulation Parameters Values

Network Size 2000 m X 2000 m
Transmission Range 500 m

Number of Nodes 20-100

Number of Broadcast Messages per 100

simulation

Message frequency 1 per clock cycle
RAD tmax (used in Counter Based) 3

Threshold Value (used in Counter 5

Based and Dynamic Probability)

Villages might vary significantly in their area apdpulation and it is difficult to define a typicallage.
According to the 2001 Indian census, more thantbind-of Indian villages have a population unde® 50
while a small percentage of villages have a pomrajreater than 10,000 persons. Since our apiglica

is targeted towards the more isolated and remdi#dtimns, we assumed a moderately small villagé of
km. square, where up to 100 people own mobile phoheshould be noted that many ad-hoc network
simulation studies model relatively small areagpiftglly 350 m X 350 m). Our assumption of a network
area of 4 km. square is an attempt to model astealiillage setting.

For the value of the transmission range, we usditidéngs of the filed trials conducted by the Sdrv
project [1]. The Serval project found that a traission range of up to half a kilometer was feasibted

we assume the same in our simulations. The thréshalue (used in Counter-Based and Dynamic
Probability) was initially set to 5 (based on fings by Tseng et.al.[22]). However, in one set of
experiments, we vary the threshold value to meaissiienpact on the performance of the two protocols
mentioned above.

We log three metrics for all the experiments: thenber of nodes re-broadcasting a particular message
the reachability of a message (also called thevelgliratio), and the end-to-end latency of a message
latency is the time difference between two timergis: the time when the message originated at the
source and when it arrived at the last node inrtbvork. For each metric, the average of all 100
messages in one particular simulation run is tteécutated.

L ——
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We designed five different experimental scenarm®\aluate the protocols on various parameters. By
varying the number of nodes from 20 to 100 in &dixarea of 4 sq KM, we five different network
densities were created for each scenario. (The exdgption was the experiment on varying topology,
where we created a cluster of dense nodes alomgspiérser regions). A different topology and messag
initiation pattern was generated for each of tleegmriments, and each simulation was repeatedristi
Thus each point on each graph presented in theseetibn is the average of 50 simulation runs. We a
calculated the standard deviation for these resutish are reported when they are large. In general

did not notice significant deviations among themas runs.

5. Performance Evaluation

We conducted a series of experiments to evaluat@einformance of the five broadcast protocols under
different network conditions. The different sceparinclude (1) a generic scenario that studieoteeall
performance of the protocols (2) non-uniform nekvdensities (3) sensitivity of adaptive probability

the density threshold and (4) sensitivity of Cowttesed and Dynamic Probability to the thresholdea

5.1 Efficiency and Latency

The first set of experiments studies the overaliggmance of the protocols. Five different netwonesre
considered, with the number of nodes ranging frénto2100, representing sparse to very dense neswork
The average number of neighbors for a node ramges3.9 in the sparse network containing 20 nodes t
19.6 in the very dense network with 100 nodes.

Figure 1 shows the efficiency of each protocol fleese different networks and Figure 2 plots the
delivery ratio. As can be seen from Figure 2fia# protocols manage a reachability of 95% or kigh
which can be considered adequate for a phone Mameerms of efficiency however (Figure 1), the
protocols vastly differ in their performance. Agegted, flooding is the least efficient of all {r@tocols
since every node rebroadcasts each unique messageeives. The other protocols all manage to
significantly reduce the number of rebroadcastsugh by varying degrees. As the network gets denser
the more intelligent protocols demonstrate sigaificsavings in message rebroadcasts. For the rhetwo
with 80 nodes for example, both Adaptive Probapéihd Counter-based managed to reduce the number
of rebroadcasts by half. Dynamic Probability tumsg to be less efficient than the other two but is
significantly better than Simple Probability.

Figure 3 plots the latency incurred by each prdtdRecall that we measure the latency as the eéifies
between two timestamps — the start of the messadjéha time when the last node receives that messag
As can be seen, Counter-based incurs much momciatban any of the others (more than three times
what the others incur). The primary cause of tHaydthat Counter-based incurs is due to the RARetim
which is an intrinsic part of the protocol. Redhtt in Counter-Based, the decision to forwardessage

is only taken after the RAD (Random Access Delaad bxpired. Thus, a small delay is introduced at
each hop the message travels though, leadingndisant end-to-end latencies.

Thus, our experiments indicate that Adaptive prditglis comparable in performance to Counter-Based
in terms of efficiency, and is more efficient thExynamic Probability. This can be attributed to the
difference in the two protocols — Dynamic probdbilestimates the local density around a node by

I
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counting the number of duplicates it receives aratlgally modifies its probability to meet the local
density, whereas Adaptive probability has a momugate estimate of a node’s current local denbigy,
using beacon messages. Though Counter-Based tsxthibi lowest number of re-broadcasts, when we
also consider the latency incurred by the protogetsich is critical to an audio application), Coeint
Based has significant disadvantages compared tothetAdaptive and Dynamic Probability protocols.
Thus Adaptive Probability (which exhibits high eféncy, low latency and good reachability) seens be
suited for a phone MANET.
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30
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Figure 1: Efficiency of broadcast protocols, as number of nodes in the network increase
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Figure 2: Delivery Ratio of broadcast protocols, as number of nodes in the network increase
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Figure 3: Latency of broadcast protocols, as number of nodes in the network increase

5.2 Non-Uniform Network Density

For the previous set of experiments we placed nodedomly in the network area — leading to netwoskth
uniform densities. Realistically however, a villalgrel MANET can be expected to comprise of derssters
along with sparser regions. For example: usethénmarket-place or main street would form a desigster of
nodes, where as users working out in the fieldslevbe more spread out. To evaluate how the fivéogals adapt
to such network conditions, we generated four netavavith varying topologies as described below.

The network area of 4 sg. km. was divided into fegual quadrants. A certain percentage (p) of @tenbdes were
all placed in one quadrant, and the rest of theesadere scattered randomly in the entire netwosk gure 4).
This led to networks that comprised of a densetetfuslong with scattered sparser regions. By varyire value of
p, different topologies were generated. The 20-8nario (20 nodes in the lower left quadrant andnB8fes
randomly anywhere) generated a network with nodgsilnited almost evenly throughout the network rehas the
cluster of nodes in the lower left quadrant getsscstently larger in each following scenario of 8:60:40 and
80:20.

- ] [ ] [ ]
:: :.-l ".'.-'. ." s “ e mm m . }
a " g ‘l - " gm .l " ] ...
." (] ] [ ] n || = - [ ]
o

2
3

20:80 40:60 60:40 80:20

Figure 4: Different network topologies, where the first number denotes the number of nodes in the first quadrant and the
second denotes the number of nodes placed randomly in the full area.
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Figure 5 shows the performance of Dynamic Proltghifidaptive Probability and Counter-Based for the
four different network topologies. As can be seemf the figure, all three protocols manage to adapt
their behavior to the network topology. Floodingl&imple Probability performed much worse than the
others and do not significantly adapt to the défértopologies (to avoid clutter, they have notrbee
shown in the chart). As seen in Figure 5, the 4@d$hario required more re-broadcasts than thed2(:8
some nodes had moved to the first quadrant leaviagest of the network sparser and hence requires
more rebroadcasts to cover all nodes in the spaeggon. The same rational can be applied to the
increase in the number of re-broadcasts for thd®G8eenario. However, there was a sharp declitigein
number of re-broadcasts needed for the 80-20 Scerfdris is because most nodes were now part of a
dense cluster requiring much lesser re-broadcastalbthan earlier.

It is interesting to note the slopes of the lines the different protocols. Adaptive Probabilitysha
steeper slope than both Counter-Based and Dynamimahbility. For example, from the 40-60 scenario to
the 60-40 scenario — all three protocols reactnoyeiasing the number of broadcasts but the incrisase
sharpest in Adaptive Probability. Similarly, comparthe 60:40 scenario to the 80:20 scenariohadlet
decrease the number of re-broadcasts to adjukettopology, but Adaptive Probability has the skatp
decrease. This behavior of Adaptive Probabiligde us to conclude that it is better able to réact
changes in the local network topology than the rotner protocols.

70

68 —a— Counter based

—— Adaptive Prob
%0 ——o6— Dynamic Prob
64
62
60
58

56

Number of Rebroadcasts

54
52

50
20-80 40-60 60-40 80-20

Scenarios

Figure 5: Efficiency of protocols for different network topologies
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Figure 6: Delivery Ratio of protocols for different network topologies

5.3 Sensitivity to Density Threshold (Adaptive Probability)

Recall that the Adaptive Probability technique desi whether to re-broadcast a message or not,
depending on the local network density. If the bamof neighbors of a node exceeds a thresholdt(wha
we call thedensity threshold), then the message is not re-broadcast by tha¢.nBdr most of our
experiments, the default value of the density thokst (dt) was set to 6. The next set of experiments
guantify the effects of changing the density thodghThe value ofit was varied from 3 to 11 to see the
affect on the efficiency and reachability of thdaptive Probability protocol. Figure 7 shows thenier

of rebroadcasts for different density thresholdstree number of nodes in the network increased and
Figure 8 shows the corresponding delivery ration.efpected (see Figure 7), the number of rebrotglcas
decreased as the density threshold was decreadedcanversa. However, the delivery ratio (Figuje 8
also decreased simultaneously. For example, vihen 3, the delivery ration for all networks falls to
below 88% whereas for higher valuesdbfa much higher delivery ratio can be achieved,dnly by
substantially increasing the number of redundargsages. Hence, there is a clear trade-off between
efficiency and reachability of Adaptive Probabilityhich can be fine-tuned by adjusting the valu¢hef
density threshold. Our initial choice of 6 as tlemsity threshold is justified as it ensures aveeli ratio

of around 95%.
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Figure 7: Efficiency of Adaptive Probability for varying density thresholds
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Figure 8: Delivery Ratio of Adaptive Probability for varying density thresholds

5.5 Sensitivity to Threshold Value (Counter-Based and Dynamic Probability)

Recall that both the Counter-based technique andalic Probability keep track of the number of
duplicate messages received at a node. Dependinghether the number of duplicates exceeds a
threshold value, the message is either discardeetimoadcast. The performance of the protocoltcas

be expected to be highly dependant on the threstaice selected. Based on findings from Tseng.et.al
[22], in our initial simulations, both protocols ats a threshold value of 5. The following set of
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experiments were designed to find the effects ahging this threshold value. We found that, while t
Counter-based technique is very sensitive to thestiold value, there was no significant differeimcthe
performance of Dynamic probability, for differertiréshold values. Figures 9 10 and 11 plot the
efficiency, reachability and latency incurred byudter-based, for different network sizes and thokeksh
values. We do not show the corresponding set sifilts for Dynamic probability, as there was no
significant variation among the different threshedue trials.

60
50

40

30 Threshold

Value
——5

—_—
——3
——2

20

Number of Rebroadcasts

10

20 40 60 80 100

Number of Nodes

Figure 9: Efficiency of Counter-based technique for varying threshold values
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55
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Figure 10: Delivery Ratio of Counter-based technique for varying threshold values
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Figure 11: Latency of Counter-based technique for varying threshold values

As seen from figures 9 and 11, a lower threshaldevresulted in lesser rebroadcasts (and lowends)

for Counter-based, since nodes droped the mesktuernumber of duplicates exceed a lower threshold
However, a lower threshold value, in most cases) @hplies a decrease in the delivery ratio (as gee
Figure 10). For the network of size 60, for exagplecreasing the threshold value from 5 to 2, ditbu
down the number of broadcasts from 32 to 26 arehiat from 13.4 clock cycles to 8.6. However, the
corresponding drop in coverage is sharp -- from 98%84%. The savings in latency and redundant
messages do not justify such a steep drop in cgeetdence a threshold value of 5 or 4, which guagan
coverage of at-least 95%, can be considered thecheike. Considering that even the scenario with t
lowest latency, incurs considerable delay, Coubtesed is at a significant disadvantage comparbdtto
Dynamic Probability and Adaptive Probability whiitttur substantially less delay.

To summarize, among the five lightweight protocelsluated, Adaptive Probability exhibits all the
desired properties for a phone-MANET broadcast riiegle — efficiency, reliability, low latency and
adaptation to local topology. Simple flooding anckd probability are very poor at adapting to local
topology changes and counter-based incurs highdgtdue to its RAD component. Though Dynamic
probability also incurs low latency and exhibitsodoreachability it is not as efficient as Adaptive
Probability and takes longer to react to local togg changes.

6. Conclusions

Phone-MANETS promise to be the new communicatiomapaa for remote off-the-grid poor
communities. While base-stations, satellite dishied other centralized infrastructure can provedo b
prohibitively expensive for such communities, ad-heetworks comprising solely of low-end mobile
phones, can be used to set up village-level telepho

—
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This paper looks at a crucial function for routingsuch ad-hoc networks — the broadcast protodud T
low-end devices that comprise the network demansingple and lightweight technique with low
overheads. Traditional broadcast techniques likediing and fixed-probability prove to be simple to
implement but highly inefficient. We proposed ahligeight broadcast technique called Adaptive
Probability, that used 1-hop neighborhood knowleidgiés rebroadcasting decision.

The broadcast technique for a phone MANET needsetefficient, have good reachability, incur low
latency and adapt fast to local topology changes. Mbdeled a village-level MANET and using
extensive simulations, the paper showed that AdagRirobability works well on all these dimensions.
Considering all the dimensions listed above — AidapProbability seems the best choice among the fiv
well-known lightweight techniques that were evadkin this paper.

As future work we plan to incorporate a human mtbihodel in our simulator, so that the robustnafss
our technigue to mobility can be evaluated as well.
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