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“Data, methods, and computation are three key ingredients to training an AI
model. Most of the large language models are trained on publicly available
massive text data using deep learning technologies that are common knowledge.
However, the barrier to training such models is access to immense compute resources
that might be available with only large organizations. This creates an imbalance where
AI innovation is driven by large corporations. While responsible AI is the need of
the hour, it is also important to create an ecosystem through public and private
funding to democratize innovation in AI, as well as access to AI.”






































